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ABSTRACT
Methods of adversarial attack and defense have attracting increas-
ing attention in the fields of security and protection related ap-
plications. However, current algorithms carry out perturbations
on entire images and mostly consider their imperceptibility to ma-
chines, while does not take their human imperceptibility into ac-
count. In this work, we propose a constrained adversarial attack
algorithm with both machine and human imperceptibility based on
image entropy feature and accurate segmentation. The proposed
algorithm has three merits. First, image entropy-based feature for
quantifying the imperceptibility of a semantic region is introduced,
which is simple yet efficient to implement. Second, in terms of
the imperceptibility metric, accurate target regions for adversar-
ial perturbation are obtained based on scene-aware segmentation
and merging. Third, a general adversarial attack based on segmen-
tation region constraint is proposed to induce both machine and
visual imperceptibility. Experimental results in terms of qualitative
and quantitative analysis reflect the effectiveness of the proposed
algorithm compared with the state of the arts.
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Figure 1: The motivation of the proposed work. The adver-
sarial perturbations imposed on the texture-complex objects
by FGSM [7] present more imperceptible than those on the
texture-plain regions, e.g. the yellow dotted rectangle, the
perturbations on the bird’s tail are more imperceptible than
those in the background region.
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Figure 2: The framework of the proposed imperceptible attack.

1 INTRODUCTION
Nowadays, with the increasing awareness of security in the appli-
cations of deep learning in the filed of computer vision, network
adversarial attack and defense have attracted increasing attention
in the security and protection related tasks.

Szegedy et al. [17] revealed that adding tiny pixel perturbations
that are imperceptible to machines can result in incorrect infer-
ence to classification networks, and proposed an adversarial attack
method, namely as L-BFGS. GoodFellow et al. [7] proposed to gen-
erate adversarial disturbances based on gradient solving, namely
as Fast Gradient Sign Method (FGSM). In order to better solve
the problem of large disturbance amplitude resulted from FGSM,
Alexey Kurakin et al. [10] proposed the Basic Iterative Method
(BIM) method. Different from the above-mentioned gradient-based
iterative attack method, Nicholas Carlini and David Wagner [2]
proposed an optimization-based attack method, namely as C&W,
which took the high attack success rate and low anti-adversarial
effect into account.

However, traditional algorithms most carry out the perturbation
attacks on the entire image. Actually, different regions of an image
may have different degrees of scene complexity, the contributions of
these perturbations may differ much in a successful attack. Sharma
et al. [16] proposed to attack the attention mechanism by guiding
the adversarial perturbations toward the attention maps. Dong et
al. [5] observed that adding perturbations to the background is
less useful than that on the salient object. Thus, the adversarial
perturbations are suggested to imposed on only the salient regions.

While the corruptions caused by current attack methods are
imperceptible to the classification network, the imperceptibility to
human vision is not well addressed. With the consideration of the
human visual system (HVS), multi factor metric for measuring the
perceptual loss between benign examples and adversarial ones, i.e.
MulFactorLoss [12], was introduced for adversarial attack. Deng

and Karam [4] proposed the frequency-tuned adversarial pertur-
bation, i.e. universal adversarial perturbations are generated based
on frequency-domain perturbation components, which are adapted
to the local characteristics of discrete cosine transform frequency
bands. To make adversarial examples imperceptible, Luo et al. [13]
suggested to perturb pixels at high variance zones. Chhabra et al.
[3] defined a visual imperceptible bound to preserve the visual ap-
pearance of an image while performing adversarial manipulation.
Laidlaw and Feizi [11] proposed functional threat models to perturb
similar features in the same direction to make potential adversarial
examples more imperceptible to humans. Duan et al. [6] proposed
to craft and camouflage physical world adversarial examples into
natural styles that appear legitimate to human observers, while the
regions for perturbation need be captured manually.

To adaptive distribute the perturbation according to human sen-
sitivity to a local stimulus in the benign image, Wang et al. [19]
introduced several features for measuring the region complexity to
locate the regions to make adversarial attack less visible and percep-
tible. However, multiple features maybe entangled, and the setting
of their regularization hyper-parameters maybe not adaptive to dif-
ferent circumstances. In this work, we introduce an entropy-based
feature to evaluate the imperceptibility of the regions for perturba-
tion, this single feature performs similar as the multiple features
introduced byWang et al. [19], while is numerically tested to be sim-
pler and easier to implement. From another aspect, the perturbed
pixels could distribute on object boundary regions, which make
the attacked noises easily perceptible on the border regions. To
make the perturbation regions more robust and the noises in border
regions more imperceptible, we propose to use image segmenta-
tion and heuristic merging to obtain accurate semantic regions for
adversarial attack. The motivation of the proposed algorithm is
summarized in Fig. 1.

As shown in Fig. 1, for the backgrounds such as sky, the im-
posed perturbations are easy for human eye to perceive, while the



Imperceptible adversarial attack with entropy feature and segmentation-based constraint ICCPR 2021, October 15-17, 2021, Shanghai

perturbations on the bird object region are imperceptible, which
motivates us to locate the imperceptible regions and use them to
constrain the perturbations. From another aspect, the traditional
algorithms obtained the region for perturbation based on global
image perturbation or equal division of image and merging, which
may introduce obvious perturbation traces on the object boundary
regions that are perceptible to human vision. This observation mo-
tivates us to obtain more imperceptible regions for perturbation
based on accurate semantic segmentation.

In this work, an adversarial attack with both network and human
imperceptibility is proposed, where image entropy features are
introduced for measuring the region imperceptibility. In terms of
the imperceptibility metric, semantic segmentation and merging is
used to obtain the accurate region for adversarial corruption. The
main contributions of the work are summarized as follows

• A simple yet efficient image entropy is proposed to quantify
the region imperceptibility.
• Semantic segmentation and region merging is introduced
to locate the accurate imperceptible regions for constrained
attack.
• A general framework of constrained attack is proposed,
which achieved more imperceptible perturbations compared
with the state of the arts without largely impairing the ad-
versarial effectiveness, in terms of two publicly-employed
metrics.

This work is structured as the following sections. The proposed
algorithm is demonstrated in Section 2. Then the experimental
results and the corresponding illustrations are demonstrated in Sec-
tion 3. Finally, the conclusion and some discussions are presented
in Section 4.

2 THE PROPOSED ALGORITHM
The flowchart of the proposed algorithm is presented in Fig. 2. First,
image entropy features are introduced to measure the impercep-
tibility degree of each divided region, and used to form a binary
mask for accurate region acquisition. Second, the image semantic
segmentation of watershed algorithm [1] is employed to extract
the accurate candidate regions for constrained attack. Third, a gen-
eral framework of constrained adversarial attack is proposed based
on the imperceptible region, which is equipped with FGSM for
evaluation.

2.1 Imperceptibility Metric and Perturbation
Region Generation

In this section, the image entropy is introduced for measuring the
imperceptibility degree of a given region, which is formulated as
follows

𝐻 (𝑅𝑘 ) = −
255∑︁
𝑖=0

𝑝𝑖,𝑘 · 𝑙𝑜𝑔(𝑝𝑖,𝑘 ) . (1)

where 𝑝𝑖,𝑘 represents the frequency of pixels whose gray values are
𝑖 in the region of 𝑅𝑘 . We argue that the distribution range of gray
values will be larger for areas with richer textures or contours, and
are prone to be more imperceptible and more likely to be candidate
regions for adversarial perturbation. Then the matrix of𝑚𝑎𝑠𝑘 with

the values of 0 or 1 is generated, where the pixels with𝐻 (𝑅𝑘 ) being
larger than 0.5 are assigned with 1.

Based on the rough regions encoded in𝑚𝑎𝑠𝑘 , the generation of
the accurate regions for perturbation is presented in Algorithm 1.
First, multiple fragment regions are obtained with the watershed
segmentation algorithm [1], where this algorithm is often used for
image segmentation based on the analysis of geographic morphol-
ogy. Then, based on the binary mask with image entropy feature in
Section 2.1, these segmented regions are gradually merged to form
the final candidate region for perturbation. Formally, if more than a
threshold of region overlap ratio, i.e. 𝜏 of the pixels in the segmented
region have a mask value of 1, then this region is considered to
be an imperceptible region and is retained, while the watershed
regions that do not meet the above conditions are discarded. The
candidate regions for perturbation are formed with the merging of
the retained watershed regions.

Algorithm 1 Semantic segmentation and entropy feature-based
region merging.
Require: The image segmented bywatershed algorithm; Themask

image, i.e.𝑚𝑎𝑠𝑘 obtained based on image entropy.
Ensure: The merging of the retained imperceptible regions for

perturbation, i.e. 𝑅𝑒𝑡𝑅𝑒𝑔.
1: Initialize the set 𝑆𝑒𝑔𝑅𝑒𝑔 containing all water injection regions

with watershed;
2: while 𝑆𝑒𝑔𝑅𝑒𝑔 ≠ ∅ do
3: Select a block of injection region 𝑏 from 𝑆𝑒𝑔𝑅𝑒𝑔;
4: if 𝑎𝑟𝑒𝑎(𝑏 ∩𝑚𝑎𝑠𝑘) ≥ 𝜏 · 𝑎𝑟𝑒𝑎(𝑏) then
5: 𝑅𝑒𝑡𝑅𝑒𝑔← 𝑅𝑒𝑡𝑅𝑒𝑔 ∪ 𝑏;
6: 𝑆𝑒𝑔𝑅𝑒𝑔← 𝑆𝑒𝑔𝑅𝑒𝑔 − 𝑏;
7: end if
8: end while

Compared with the algorithms based on equal division [19], the
proposed approach based on segmentation can capture the accurate
boundaries of various semantic regions. Hence, the adversarial
perturbations can be avoided across different objects, which are
more imperceptible to human vision.

2.2 Constrained Adversarial Attack
The general attack method is formulated as follows

𝐼𝑎𝑑𝑣 ← 𝐼𝑠 + 𝜌 (∇, 𝐼𝑠 , 𝑡),
𝑠 .𝑡 . C(𝐼𝑎𝑑𝑣) ≠ C(𝐼𝑠 ) 𝑜𝑟 C(𝐼𝑎𝑑𝑣) = 𝑡

(2)

where 𝐼𝑎𝑑𝑣 is the perturbed image after adding the attack distur-
bance, ∇ denotes the Jacobian vector, and 𝜌 (∇, 𝐼𝑠 , 𝑡) is the attack
disturbance that is dependent on the gradient information, input
image, i.e. 𝐼𝑠 and the target label, i.e. 𝑡 . C(·) represents the output la-
bel of the classification model. Targeted attacks require C(𝐼𝑎𝑑𝑣) = 𝑡 ;
non-targeted attacks require C(𝐼𝑎𝑑𝑣) ≠ C(𝐼𝑠 ). For the generation
of 𝜌 (∇, 𝐼𝑠 , 𝑡), FGSM [7] directly uses the gradient information based
on network back propagation as the attack disturbance.

We argue that an imperceptible attack performs perturbations
on the pixels in the imperceptible or high complexity regions of
an image, and can control the noise disturbance in terms of the
imperceptibility to combat the major challenge of obvious attack
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traces. We use𝑚𝑎𝑠𝑘 to encode the imperceptible regions and use
them to constrain the attack perturbations as follows

𝜌 (∇, 𝐼𝑠 , 𝑡,𝑚𝑎𝑠𝑘) ← 𝜌 (∇, 𝐼𝑠 , 𝑡) ⊕𝑚𝑎𝑠𝑘 (3)

where ⊕ represents the AND operation of two matrixes. If the
learning of 𝜌 (·) is formulated as an iterative process, then each
iteration needs to use𝑚𝑎𝑠𝑘 to constrain the generation of the attack
perturbations.

Consequently, the final adversarial attack is formulated as fol-
lows

𝐼𝑎𝑑𝑣 ← 𝐼𝑠 + 𝜌 (∇, 𝐼𝑠 , 𝑡,𝑚𝑎𝑠𝑘),
𝑠 .𝑡 . C(𝐼𝑎𝑑𝑣) ≠ C(𝐼𝑠 ) 𝑜𝑟 C(𝐼𝑎𝑑𝑣) = 𝑡

(4)

3 EXPERIMENTAL RESULTS
We test our algorithm using a four-kernel Nvidia TITAN GPU Card
and Pytorch platform. The dataset used for evaluation is selected
from a subset of the ImageNet [15] dataset. As the official dataset of
the ILSVRC competition, the ImageNet dataset has the advantages
of high accuracy of classification labels, rich types, and greater
diversity of various objects in the same class, which has become a
pre-training dataset for many classification models. We selected im-
ages of 50 categories with a total of 900 images for attack from the
dataset. Images with various spatial structures are selected, which
include animals and plants, general objects, etc., to test the algo-
rithm robustness on different categories of objects for the location
of perturbation regions. The hyper-parameter of 𝜏 in Algorithm 1
is set as 0.5.

3.1 Algorithm Analysis
3.1.1 Imperceptibility Features. In order to evaluate the difference
between image entropy and multiple features in SpaAdv (Fea-
SpaAdv) [19], we use them to generate the the attack regions for
comparison. Fig. 3 presents the performances of the defined imper-
ceptibility metric compared with FeaSpaAdv.

Figure 3: Comparison of imperceptible regions based on Fea-
SpaAdv [19] and the proposed entropy feature. Red labels
the common area generated by the two methods, blue and
yellow represent the attack regions generated by SpaAdv and
our method.

Figs. 3(a)-(d) show that the red areas occupy large ratio of the
entire image for various objects, i.e. FeaSpaAdv and the proposed
entropy feature have a high overlap rate in the attack area of these
images. Meanwhile, the attack areas generated with image entropy

in (e) and (f) concentrate on the object edges compared with those
with FeaSpaAdv, indicating that the image entropy method is more
sensitive to the contour features and can find the edge area to attack.

(a) (b) (c) (d) (e)

Figure 4: The performances of different segmentation algo-
rithms. (a) original image; (b) the candidate region with the
quadtree algorithm [14]; (c) region segmentation with deep
learning [8]; (d) the imperceptible reigons with FeaSpaAdv;
(e) the regions with the proposed algorithm.

Furthermore, we test the average runtime cost of the entropy fea-
ture and FeaSpaAdv, which are 24.73 and 760.52, respectively. Mean-
while, the overlap ratio (OR), i.e. 2x The (intersection area/union
area) of the attackable regions by FeaSpaAdv and entropy fea-
ture×100%, between the resulted regions with the two kinds of
features is 71.66%. Thus, the proposed entropy feature obtains the
similar perturbation regions as FeaSpaAdv in terms of the overlap
ratio, while requiring much less runtime cost.

3.1.2 Perturbation Regions. To compare different algorithms for ob-
taining the perturbation regions, the performances of the quadtree
algorithm [14], end-to-end training [8], FeaSpaAdv and the water-
shed segmentation algorithm 1 are presented in Fig. 4.

Fig. 4 shows that the quadtree algorithm [14] can also gener-
ate segmentation regions of different sizes, while it is sensitive
to the size of the divided regions. Moreover, quadtree is based
on the equally division of the entire image, which cannot well
accommodate to the regions with complex contours. Semantic seg-
mentation with an end-to-end training [8] can locate the object
boundaries, while the detailed semantic regions can not be well
explored. SpaAdv can locate the imperceptible regions, while these
regions are also dependent on the block size, which may result in
imperfect imperceptibility around object boundaries. By equipping
semantic segmentation with entropy-based mask, the proposed
algorithm with ‘entropy+segmentation’ (ENaSEG) can produce de-
tailed semantic regions that are free to the region size. Meanwhile,
the accurate object boundaries based on the proposed algorithm
allow the attack to well retain the edge information of different
regions.

3.1.3 The Visualization Performance. In order to test the perfor-
mance of the proposed constraint region obtained with ’entropy-
segmentation’ (ENaSEG), the attacked images with different fea-
tures for determining the constraint regions are shown in Fig. 5. For



Imperceptible adversarial attack with entropy feature and segmentation-based constraint ICCPR 2021, October 15-17, 2021, Shanghai

Figure 5: Comparison of the attacked images with global attack (1st row), FeaSpaAdv (2nd row), only entropy feature (3rd row)
and the proposed ENaSEG (4th row) based on FGSM attack. The red rectangles label the difference of the resulted constraint
regions.

this performance visualization, FGSM with global perturbations is
used as the baseline attack for the visual performance evaluation
of different region constraints. For multiple features in SpaAdv
(FeaSpaAdv), we first obtain the mask region and use it to construct
the corresponding constrained attack.

Fig. 5 shows that the perturbation noises obtained with the origi-
nal FGSM distribute on the entire image and are easy to be perceive.
The adversarial perturbations generated by our method fall in com-
plex areas that are difficult for human eyes to perceive. As shown
in the 2nd row, SpaAdv fails to distinguish the accurate impercepti-
ble regions and produce relatively coarse region around the object
boundary, while it performs similar as the only entropy feature
in the 3rd row. Hence, the proposed ENaSEG produces perturba-
tion noises that are more imperceptible than SpaAdv near object
boundaries.

3.2 Quantitative Performance
In this section, we use two existing metrics, i.e. attack success
rate and structural similarity [18] are employed to quantitatively
evaluate the attack performances.

3.2.1 Attack Success Rates. Table 1 shows the success rates of
the four attack methods with different region constraints and hy-
perparameter settings of 𝜏 . For each attack method, global noise
(nomask), image entropy, multiple features in SpaAdv (FeaSpaAdv)
and ‘entropy+segmentation’ (ENaSEG)-based attacks are used for
comparison.

For FGSM that only obtains perturbation in single iteration,
attacks based on image entropy or ENaSEG will lead to a significant
decrease in terms of the success rate, when 𝜏 = 0.5. Compared
with SpaAdv, the attack based on image entropy achieves a higher
success rate. Due to the more strict limitation of the perturbed

region, attack based on ENaSEG performs less well than that based
on entropy feature. However, it is expected to improve the attack
accuracy of ENaSEG-based by adjusting the perturbation regions
dynamically.

Since the increase of the attack imperceptibility may in turn limit
the attack success rate, the region ratio threshold, i.e. 𝜏 , is introduced
to trade off the attack success rate and the imperceptibility degree.
The attack success rates with different settings of 𝜏 in Table 1
show that, by gradually increasing the regions for perturbation, i.e.
decreasing 𝜏 , the attack success rate of the constrained attack can
be largely improved and approximate to that with global noise.

3.2.2 Results on SSIM. The structural similarity index measure
(SSIM) is employed to judge the similarity of the benign and at-
tacked images from the object structure information, which mea-
sures image quality toward the human eye’s judgment. SSIM ranges
in [0, 1], while the larger SSIM means the higher the similarity be-
tween two images. To calculate SSIM, an image is equally divided
into small blocks, the average of SSIM values of all the blocks is
used. Table 2 shows the results of SSIM with four attackers. Table 2
shows that the proposed algorithm greatly outperforms the original
FGSM attack algorithm in terms of SSIM, i.e. the attacked images by
our method behave higher structure similarity to the benign image
than those with other algorithms, hence the proposed method can
significantly improve the noise imperceptibility to human vision
system. Compared to SpaAdv, the proposed algorithm also performs
competitive in terms of SSIM, yet largely decreases the runtime
cost as evaluated in Section 3.1.1.

4 DISCUSSION AND CONCLUSION
In this work, a new algorithm of imperceptible adversarial attack is
proposed, which can well leverage the object semantic information
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Table 1: The attack success rates (%) of FGSM with different perturbation region constraints.

Global noise Entropy FeaSpaAdv ENaSEG (𝜏 = 0.5) (𝜏 = 0.4) (𝜏 = 0.3) (𝜏 = 0.2) (𝜏 = 0.1)
98.17 88.63 84.84 79.35 83.40 86.93 91.77 94.90

Table 2: The SSIM results based on FGSM.

Original FGSM Entropy SpaAdv ENaSEG
0.59 0.91 0.92 0.94

for distributing the perturbation noises, so that the added pertur-
bation is imperceptible to human vision system besides network
imperceptibility. Experimental results based on FGSM attack reveal
the both conciseness and effectiveness of the proposed algorithm.

Although competitive robustness is achieved by the proposed
algorithm, there is still room for further improvement. First, the
imperceptibility with style transfer [6] and the visibility of human
vision system [19] can be considered to further enhance the im-
perceptibility for perturbation. Second, several hyper-parameters,
e.g. 𝜏 in Algorithm 1 are introduced, which can be further made
adaptive. Third, the proposed algorithm has not yet conducted
robustness research from feature level [9] to improve attack per-
formance. Lastly, the proposed algorithm is expected to apply on
more attack algorithms to evaluate its generalization performance.
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