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ABSTRACT

A facial expression image can be considered as an addition
of expressive component to a neutral expression face. With
this in mind, in this paper, we propose a novel end-to-end
adversarial disentangled feature learning (ADFL) framework
for facial expression recognition. The ADFL framework is
mainly composed of three branches: expression disentan-
gling branch ADFL-d, neutral expression branch ADFL-n
and residual expression branch ADFL-r. The ADFL-d and
ADFL-n aim to extract the expressive component and neutral
component, respectively. The ADFL-r extracts the residual
expression by calculating the difference between feature map-
s of ADFL-d and ADFL-n, and uses the residual expression
feature for expression classification. Experimental results on
several benchmark databases (CK+, MMI and Oulu-CASIA)
show that the proposed method has remarkable performance
compared to state-of-the-art methods.

Index Terms— Disentangled feature, adversarial learn-
ing, expression disentangling, residual expression

1. INTRODUCTION

Facial expression recognition (FER) is one of the most wide-
ly studied topics in computer vision due to its wide applica-
tions in human-computer interaction, medical treatment and
driver fatigue surveillance, etc. Existing FER methods in the
literature can be grouped into two categories in the light of
their feature extraction methods: hand-crafted features based
and deep learning based methods. The hand-crafted features
based methods usually extract representative expression fea-
tures, such as 3D SIFT [1], LBP-TOP [2] and Gabor [3],
etc. The extracted features are then used to classify facial
expressions by Support Vector Machine (SVM) [4] or Near-
est Neighbor classifier. Since the extraction of hand-crafted
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Fig. 1. Illustration of our method.

features is separated from the training of classifier, some use-
ful facial expression information may be lost. So these hand-
crafted features based methods achieve limited performance.

However, with the increasing computing power and emer-
gence of large-scale database like FER2013 [5], deep learn-
ing based methods (e.g. 3DCNN [6], IACNN [7] and DTAG-
N [8]) are now widely adopted by scholars in the FER field.
These algorithms automatically learn the expression features
and train the classifier simultaneously in an end-to-end way.
These methods performed better than hand-crafted features
based methods. However, their capacities are still limited be-
cause of the similarities among the expressions of different
categories, which may affect the performance of expression
classification.

To tackle this problem, some scholars have considered
that when an individual reveals a facial expression, a human
may have an experience to compare their expression with oth-
er expressions observed in past to find out the expression d-
ifferences [9]. It’s widely believed that facial expression fea-
tures can be extracted by comparing the differences between
a given image and the reference image (such as neutral face
image). In [10], a De-expression Residue Learning (DeRL)
method was proposed, which employed cGAN [11] to disen-
tangle the facial expression feature from a given image. First-
ly, it uses a generative model to generate the corresponding
neutral expression face image for any input face image, in
the meantime, the expressive information is recorded in the
intermediate layers. Then the expressive information is ex-
tracted from each intermediate layer and concatenated for fa-
cial expression recognition with the softmax classifier. Since
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Fig. 2. The framework of adversarial disentangled feature
learning.

the DeRL method contains two stages, the performance of the
generative model in the first stage has a great impact on that of
the FER system in the second stage. Liu et al. [12] proposed
a distilling and dispelling auto-encoder (D2AE) framework to
perform face editing, which used encoder to extract the iden-
tity information and the complementary facial information to
represent the whole facial information by adversarial leaning.

In this paper, inspired by the success of the DeRL [10] and
the D2AE [12], we proposed an end-to-end adversarial dis-
entangled feature learning (ADFL) framework for facial ex-
pression recognition. As shown in Fig. 1, a facial expression
image can be disentangled to the combination of expressive
component and neutral component. The residual expression
feature can be calculated by the subtraction of these features.
The ADFL framework is mainly composed of three branches:
expression disentangling branch, neutral expression branch
and residual expression branch. They are expected to extrac-
t the expressive component, neutral component and residu-
al expression, respectively. The proposed ADFL framework
aims to disentangle the divergence in expression relative to
neutral expression. The paper makes the following contribu-
tions.

(1) We proposed a novel end-to-end ADFL framework to
disentangle residual expression feature by adversarial learn-
ing.

(2) The adversarial learning of expression disentangling
branch and neutral expression branch ensures the effective de-
composition of expressive component and neutral component.

(3) The residual expression branch automatically extract
discriminate residual expression feature, which achieves com-
petitive performance in several benchmark databases.

2. PROPOSED METHOD

In this section, we introduce the proposed ADFL framework.
As shown in Fig. 2, the whole framework is composed of four
parts, the shared layers Sθ, residual expression branch ADFL-
r and two parallel branches: expression disentangling branch

Table 1. Architectures of the proposed ADFL framework.

Components Layers Configurations

Conv1
[3× 3, 32]× 1, S-2

[3× 3, 32; 3× 3, 32]× 1

Shared layers Conv2
[3× 3, 64]× 1, S-2

[3× 3, 64; 3× 3, 64]× 2

Conv3
[3× 3, 128]× 1, S-2

[3× 3, 128; 3× 3, 128]× 4

Expression
disentangling branch

Bθe

[3× 3, 256]× 1, S-2
[3× 3, 256; 3× 3, 256]× 1

FC-256
Splitter #Expression Category - 1

Neutral
expression branch

Bθn

[3× 3, 256]× 1, S-2
[3× 3, 256; 3× 3, 256]× 1

FC-256
Dispeller #Expression Category

Residual
expression branch

Bθr
Residue calculation

FC-256
Classifier #Expression Category - 1

ADFL-d and neutral expression branch ADFL-n. Given a face
image x, abundant face information Sθ(x) is extracted by the
shared layers Sθ. Then, Sθ(x) is fed into expression disentan-
gling branch ADFL-d and neutral expression branch ADFL-n
to further disentangle expressive component and neutral com-
ponent , respectively. Finally, the expressive component fea-
ture fe ∈ RNe and neutral component feature fn ∈ RNn are
fed into residual expression branch to extract residual expres-
sion feature for facial expression recognition.

2.1. Main framework

Adapted from SpherefaceNet-20 [13], the architecture of our
framework is illustrated in Table 1. Conv1, Conv2 and Con-
v3 denote convolutional blocks that contain multiple convo-
lutional layers and residual units are shown in double-column
brackets. For example, [3 × 3, 64] × 2 denotes two cascaded
convolution layers with 64 filters of size 3 × 3, and S-2 de-
notes stride 2 in the down sample layer. Each convolutional
layer is followed by a batch normalization layer and a PRe-
LU [14] layer. FC-256 denotes a fully connected layer with
256 neurons. Residue calculation compute the channel-wise
difference between the feature maps from expression disen-
tangling branch and the feature maps from neutral expression
branch.

2.2. Expression disentangling branch

As revealed in Fig. 2, the expression disentangling branch ex-
tract expressive component information fe by the subnetBθe.

fe = Bθe(Sθ(x)) (1)
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Then, fe is non-linearly mapped by softmax function de-
fined as ye = softmax(Wefe + be), where ye ∈ RNe is an
Ne-dimensional vector and represents the probabilities of be-
longing to the corresponding class. The loss `de is computed
by the probability vector ye ∈ RNe .

`de =

{
0 i = c
− log yie i 6= c

(2)

Where i denotes the ground truth index and c denotes the
neutral ground truth index. Only the losses of non-neutral ex-
pression categories will be back-propagated in expression dis-
entangling branch, which ensures the effective extraction of
expressive component feature. The back-propagation route of
optimization over `de including the expression disentangling
branch and the shared layers is indicated with the red dotted
arrow in Fig. 2.

2.3. Neutral expression branch

Similar to the ADFL-d, the structure of neutral expression
branch ADFL-n is composed of a subnet Bθn and an expres-
sive component dispeller. The ADFL-n suppresses expressive
component feature and extract the neutral component feature
fn = Bθn(Sθ(x)) by the subnet Bθn following the shared
layers. To enable the extraction of neutral component feature,
an adversarial supervised training method composed of two
different loss functions `ae and `ne is employed.

The cross entropy loss `ae = − log yin is used to supervise
the training of the expressive component dispeller based on
yn, which is computed by

yn = softmax(Wnfn + bn) (3)

Different from `de , the gradient of `ae is only back-
propagated to the expressive component dispeller and the
previous layers are not updated.

We use `ne to fool the training of expressive componen-
t dispeller yn. In order to achieve this, `ne is required to be
constant over all expressions and equal to 1

N . Thus, the opti-
mization goal is equivalent to minimize the negative entropy
of the predicted expression distributions,

`ne =


0 i = c

− 1
N

N∑
i

log yip i 6= c
(4)

where N denotes the number of expression categories, i de-
notes the ground truth index and c denotes the neutral ground
truth index. The optimization over `ne updates the neutral ex-
pression branch and the shared layers.

The total loss of the ADFL-n is the summation of `ae and
`ne , which ensure the effective extraction of neutral compo-
nent feature by adversarial learning.

2.4. Residual expression branch

The residual expression branch contains a subset Bθr and an
expression classifier, and aims to extract residual expression
feature for expression classification. As illustrated in Fig. 2,
the subnet Bθr is composed of a residue calculation module
(purple box) and a fully connected layer. The residue feature
fr is the subtraction of the feature maps in front of the ful-
ly connected layer in ADFL-d and ADFL-n, as calculated in
equation (5).

fr = fe − fn (5)

The residue feature fr is further mapped by a non-linear
function Additive Margin Softmax (AMS) [15], which is de-
fined as equation (6):

yr =
es(̇W

T
yr

fr−m)

es(̇W
T
yr

fr−m) +
∑c
j=1,j 6=yr e

sWT
j fr

(6)

where m and s are two hyper-parameters of the additive mar-
gin softmax which denote the margin among categories and
scaling factor respectively, yr ∈ RNr is an Nr-dimensional
vector, which denotes the predicted probabilities of belonging
to the corresponding class. The probability vector yr is fur-
ther employed to calculate the classification loss `re, where i
denotes the ground truth index.

`re =

{
0 i = c
− log yir i 6= c

(7)

Since the residue calculation module does not contain hy-
perparameters, the optimization over `re only updates the clas-
sifier and the fully connected layer in ADFL-r, as depicted
with the green dotted arrow in Fig. 2. Similar to `de , on-
ly the losses of non-neutral expression categories are back-
propagated in ADFL-r.

2.5. Objective function

The ADFL-d and ADFL-n are used to extract expressive com-
ponent and neutral component, respectively, and are not used
to predict the expression categories. Only the residual expres-
sion feature extracted by the ADFL-r is used for expression
classification. In order to achieve this, the ADFL framework
is jointly optimized by four loss functions `de , `ae , `ne and `re.
The total loss function L is the weighted sum of `de , `ae , `ne and
`re, as formulated in equation (8).

L = λd`
d
e + λn(`

a
e + `ne ) + λr`

r
e (8)

3. EXPERIMENTAL RESULTS

In this section, we firstly describe the experimental settings
and three publicly available expression databases (CK+ [16],
MMI [17] and Oulu-CASIA [18]). Then we compare the
performance of the proposed method with the state-of-the-art
methods.
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3.1. Implementation details

Data preprocessing. For each database, we detect five facial
landmark points by MTCNN [19] and align the face images
to the size of 128 × 110 according to their facial landmarks.
Then, ten faces with size of 112 × 96 are cropped from four
corners and center of each aligned image and its horizontal
flipping mirror.
Hyperparameter settings. The proposed ADFL framework
is optimized using Adam optimizer [20] with betas of 0.9 and
0.999, ε of 1e− 8 and weight decay of 0.0005. The optimiza-
tion is performed about 100 epochs with a batch size of 64
and an initial learning rate of 1e − 4. For objective function,
we set m = 0.35, s = 30, λd = 1, λn = 10 and λr = 1.
Baseline. In order to prove the effectiveness of the proposed
ADFL framework, we use a baseline network for compari-
son. The structure of the baseline network is similar to the
cascade of the shared layers and the expression disentangling
branch, as depicted in Fig. 2. But the splitter in expression
disentangling branch is replaced by the classifier in residual
expression branch. Note that, compared to the ADFL frame-
work, the baseline network only updates parameters with the
supervision of AMS [15] loss function rather than adversarial
learning.

3.2. Databases and protocols

The Extended Cohn-Kanade database (CK+) [16] is a
representative laboratory-controlled database for facial ex-
pression recognition. It contains 593 video sequences from
123 subjects. Following the 10-fold cross validation protocol
in [10], the last three frames with provided label and the first
frame with neutral label of each labeled sequence are selected
and all subjects are divided into ten groups by their ID in an
ascending order.
The MMI database [17] consists of 236 sequences from
32 subjects with six basic expressions. We selected 209 se-
quences captured in front view. We selected three frames in
the middle of each sequence with provided label and the first
frame as neutral expression image, and employed a 10-fold
cross validation.
The Oulu-CASIA database [18] In our experiments, the
Oulu-CASIA VIS database under strong illumination con-
dition is used, which includes 480 image sequences from
80 subjects labeled with six basic expressions (anger, dis-
gust, fear, happiness, sadness and surprise). Similar to the
CK+ database, the last three frames and the first frame of
each sequence are selected and a 10-fold cross validation is
adopted.

3.3. Results

Table 2 lists the results of the proposed method, baseline
and other approaches in literature on CK+, MMI and Oulu-
CASIA databases.

Table 2. Overall accuracy on the CK+, MMI and Oulu-
CASIA databases. “-” denotes that there is no corresponding
results.

Method Accuracy (%)
CK+ MMI Oulu-CASIA

LBP-TOP [2] 88.99 59.51 68.13
3DCNN [6] 85.90 53.20 -

STM-Explet [21] 94.19 75.12 74.59
Zeng et al. [22] 97.35 - -

IACNN [7] 95.37 71.55 -
DTAGN-Joint [8] 97.25 70.24 81.46

DeRL [10] 97.30 73.23 88.00
Baseline 94.19 62.68 83.96

ADFL(Ours) 98.17 77.51 87.50

CK+. The proposed ADFL framework improves the accura-
cy of 3.98% over the baseline, which demonstrates the ef-
fectiveness of the adversarial disentangled feature learning
method for expression recognition. The previous top accura-
cy achieved by DeRL [10] was 97.30%. Our ADFL improved
the accuracy to 98.17%, which is so far the best performance
reported in literature.

MMI. The results of the proposed ADFL framework and
baseline suggest that the superiority of the adversarial dis-
entangled feature learning framework. The accuracy of our
method, 77.51%, is significantly higher than that of baseline
(62.68%), and the best result in literature (75.12%).

Oulu-CASIA. The accuracy of our method (87.50%) outper-
forms that of the baseline (83.96%) with a 3.54% gap. Our
method performs better than most of the approaches in liter-
ature, and is a little bit lower than that of the DeRL, 88.00%.
However, the amount of augmented training images in the
second stage of DeRL is about 10 times larger than that of
our approach.

4. CONCLUSIONS

In this paper, we have investigated the facial expression
recognition problem by developing a novel end-to-end ad-
versarial disentangled feature learning framework. The facial
expression image can be regarded as the combination of
expressive component and neutral component. The expres-
sive component feature and neutral component feature are
disentangled by adversarial learning and are further used
to calculate the residual expression feature for expression
classification. The evaluation results on several benchmark
databases, i.e. the CK+, MMI and Oulu-CASIA, demonstrate
the effectiveness of the proposed ADFL framework.
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