
Group-wise Feature Orthogonalization and
Suppression for GAN based Facial Attribute

Translation
Zhiwei Wen, Haoqian Wu, Weicheng Xie*, Linlin Shen

Computer Vision Institute, Shenzhen University, Shenzhen, China
Shenzhen Institute of Artificial Intelligence and Robotics for Society, PR China

Guangdong Key Laboratory of Intelligent Information Processing, Shenzhen University, PR China
Email: {wenzhiwei2018,wuhaoqian2019}@email.szu.edu.cn, {wcxie,llshen}@szu.edu.cn

Abstract—Generative Adversarial Network (GAN) has been
widely used for object attribute editing. However, the semantic
correlation, resulted from the feature map interaction in the
generative network of GAN, may impair the generalization ability
of the generative network. In this work, semantic disentanglement
is introduced in GAN to reduce the attribute correlation. The
feature maps of the generative network are first grouped with
an efficient clustering algorithm based on hash encoding, which
are used to excavate hidden semantic attributes and calculate the
group-wise orthogonality loss for the reduction of attribute entan-
glement. Meanwhile, the feature maps falling in the intersection
regions of different groups are further suppressed to reduce
the attribute-wise interaction. Extensive experiments reveal that
the proposed GAN generated more genuine objects than the
state of the arts. Quantitative results of classification accuracy,
inception score and FID score further justify the effectiveness of
the proposed GAN.

I. INTRODUCTION

Since the introduction of generative adversarial network
(GAN) by Goodfellow [1], it has achieved impressive per-
formance for attribute editing of various generated problems.
When a GAN learns from a large training dataset intensively,
the feature maps are easily to be highly entangled with each
other. However, highly entangled information learned from the
training dataset is hard to be applied to the testing dataset due
to large entanglement variance between different identities and
datasets. Meanwhile, the entangled information makes it hard
to edit one attribute independently since the entanglement may
influence the generation of other attributes.

To reduce the correlation among different feature maps,
various network deployments and loss functions were pro-
posed. Yang and Tseng [2] proposed to construct the hand-
crafted orthogonal basis function in a network layer, while
the number of network layers and the convergence speed
are largely limited when the number of orthogonal functions
is large. Chen et al. [3] proposed to maximize the mutual
information entropy of the network feature and latent variable
representation to reduce the feature entanglement for object
synthesis. Rifai et al. [4] employed contractive discriminative
analysis to separate the emotion-related factors from others.
Shaham et al. [5] imposed orthogonality on the pair-wise out-
put. Wan et al. [6] employed Gram-Schmidt orthogonalization

to reduce the interference among the nodes to improve network
generalization ability. Hong et al. [7] reviewed the algorithms
for latent space decomposition for the generative network of
GANs.

However, the node-wise or feature map-wise disentangle-
ment is inefficient for the network with large number of
nodes or feature maps. Meanwhile, the semantic attribute of
an object is often encoded with a bunch of network hidden
outputs [8], feature map-wise operation is hard to capture
the information about semantic attribute. Semantic attributes
were often excavated and pruned, while their disentanglement
enables the independent editing of each attribute and better
generalization ability of the network to the testing dataset.

To explore the semantic attributes based on feature maps,
Klemmer et al. [9] employed the local correlation of the
feature neighborhood during the conditional generation. Wu
and He [10] uniformly divided the feature maps into groups
and performed group-wise normalization to simulate attribute-
wise regularization. Chen et al. [11] proposed to suppress
each pair of two orthogonal groups with a regression loss
based on the segmentation of foreground and background
regions. Wang et al. [12] introduced the clustering based on the
appearance of the feature maps to prune the filters, compress
and accelerate CNNs. Mukherjee et al. [13] used the latent
feature representation of GAN for sample clustering. Kazemi
et al. [14] decomposed the latent feature representation into
the content and style codes to encode the geometrical and
textural information in a generative network. Luan et al. [15]
disentangled the head pose from the identity representation
by embedding the pose code into the decoder, which enables
the network to synthesize a face with a given identity and
the target pose. Shu et al. [16] disentangled the latent feature
vector into the representations of the texture and geometrical
deformations, and then used them for image reconstruction.
By orthogonalizing the hidden vectors based on the normal
direction of latent feature projection, Shen et al. [17] allowed
network to edit one semantic attribute independently. Liang et
al. [8] employed the clustering of the fully connected layer
in the discriminator network to not only enable the disentan-
glement of discriminator and generator, but also explore the
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latent attributes.
From another aspect, feature maps can easily contain noisy

or redundant information after training. Hence the pruning
of feature maps is often considered to reduce network com-
plexity and improve generalization ability. To decrease feature
redundancy and network computation, intrinsic representation
of feature maps is employed with feature discriminability
preservation [18]. He et al. [19] revealed that the pruning of
layer channels can not only accelerate network computation,
but also yield better generalization performance on small
dataset. Ayinde et al. [20], [21] proposed to prune the feature
maps randomly located in each group to eliminate redundant
features after clustering. Tian et al. [22] showed that the outlier
sample elimination during network training is beneficial to the
improvement of recognition performance. Tompson et al. [23]
proposed to drop out feature maps entirely in a discriminative
network to improve its generalization ability.

A. Motivation

While the correlation of feature maps are explored in the
previous works, the latent semantic attributes implied in the
feature map groups are rarely studied. In order to excavate
semantic attributes, the feature maps during the face gener-
ation are grouped into three clusters and their averages are
demonstrated in the 1st row of Fig. 1. As shown in Fig.
1, each group of feature maps mainly responds to one of
the semantic attributes, i.e., face, hair or background. This
observation motivates us to disentangle these feature maps to
enable editing of each attribute independently during facial
attribute translation.

From another aspect, it is shown in previous generative
networks that the suppression of outlier feature maps (FMs)
is beneficial for network generalization capability. To study
the effect of outlier feature map (FM) suppression for facial
attribute translation, we demonstrated an example hair color
translation with and without outlier FM suppression in the 2nd
row of Fig. 1. Fig. 1(i) shows that the abnormally generated
color in the red rectangle is largely improved in Fig. 1(g) by
eliminating outlier FM in Fig. 1(f). This observation motivates
us to suppress outlier or noisy feature maps like Fig. 1(f), while
increase the contribution of normal feature maps like Fig. 1(h),
during the training of attribute translation.

B. Contributions

In this work, we propose to suppress feature maps in terms
of groups that reflect the semantic attributes. The group-wise
feature map reduction can decrease the redundant information
in the trained model. Meanwhile, the suppression of features
that fall in the intersection regions of groups can further
disentangle the attribute interactions. Thus, feature group-wise
orthogonalization and intersection suppression are proposed to
reduce semantic attribute entanglement. The feature maps are
first grouped with an efficient clustering to excavate semantic
attributes, a group-wise orthogonality loss is then followed
to enable independent attribute editing. The feature maps are
further group-wise suppressed to reduce attribute interaction.

(a) Input (b) Face (c) Hair (d) Background

(e) Input (g) Without FM Sup. (i) With FM Sup.(f) Outlier FM (h) Normal FM

Fig. 1. (b)-(d): The average of grouped feature maps corresponding to
semantic attributes of face, hair and background, respectively; (g), (i): The
generated images of hair color translation from blond to black without and
with the suppression (Sup.) of the feature map (FM) in (f), where red
rectangles labeled their main difference.

Black 

Hair

Blond 

Hair

Brown 

Hair

Input StarGAN Ours AttGAN Ours

Fig. 2. The input and output of hair color translation of StarGAN ,
AttGAN and ours. The dotted red rectangle labeled the main difference
between the baseline synthesis and ours.

The performances of the proposed GAN are compared with
the baselines, i.e. StarGAN [24] and AttGAN [25], and
demonstrated in Fig. 2.

The main contributions of the proposed algorithm are pre-
sented as follows

• Feature map clustering is proposed to excavate semantic
attributes and reduce their correlation based on an effective
encoding of the feature maps, i.e. hash encoding;

• Two approaches, i.e. group-wise orthogonality and inter-
section feature suppression are proposed to reduce attribute
interaction;

• Better generalization performances on visual and quanti-
tative results are achieved by the proposed GAN.

This paper is structured into the following sections. The pro-
posed approach is introduced in Section II. The experimental
results and the corresponding illustrations are demonstrated
in Section III. Finally, the conclusions and a discussion are
presented in Section IV.

II. THE PROPOSED GAN
The framework of the proposed GAN is presented in Fig. 3.

The feature maps are first grouped based on an efficient hash
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(b) (c)(a) (d)
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Fig. 3. The framework of the proposed GAN. Each feature map is hash-encoded with the coordinates of top nc average responses (a). The efficient clustering,
group-wise orthogonality (b) and intersection suppression (c) are then followed to reduce the entanglement of semantic attributes. The green circles and red
rectangles denote the feature maps from two groups, while ~ni and ~nj are the corresponding normal directions. Processed feature maps are shown in (d),
where the red and green maps are transformed with an orthogonality loss and the gray maps are suppressed during training.

encoding. The group-wise orthogonality and intersection fea-
ture suppression are then followed to reduce the entanglement
of semantic attributes for the generative networks.

A. Feature Map Encoding and Clustering
For hidden attribute excavation, k-means algorithm is em-

ployed to cluster feature maps. However, the runtime cost can
be high when the dimension of the vectorized feature map is
large.

As an alternative, the feature maps are clustered according
to their hash encoding, i.e. the coordinates of several top
largest responses of the segmented patches. More precisely,
each feature map with the size of 32 × 32 is first divided
into 8× 8 patches, i.e. each patch contains 4× 4 pixels. The
coordinates of the patches with the top nc average responses
are used for the clustering, which are vectorized as follows

t = (xi1 , yi1 , · · · , xinc
, yinc

) (1)

where (xij , yij ) is the coordinate of the patch in 8×8 patches
with the top j-th largest average response, the setting of nc =
2 is employed.

In order to study the performance of the employed hash
encoding, feature encoding with principal component analysis
(PCA) [26] and direct vectorization, are used for a comparison.
The runtime costs of both feature map encoding and the
corresponding k-means clustering are taken into account. The
time complexities of hash encoding in equation (1) and PCA
are O(N · n) and O(N · n) + O(n3), where N = 256 and
n = 1024 = 32 × 32 are the number and dimension of the
vectorized feature maps. Since O(n3) >> O(N · n), the time
complexity of PCA encoding, i.e. O(N · n) +O(n3), largely
exceeds the runtime cost of the proposed hash encoding, i.e.
O(N · n). The runtime cost of direct vectorization is almost
negligible compared with PCA and hash encodings. Mean-
while, the time complexity of k-means is O(nIter ·N ·m ·n),
where nIter and m are the numbers of iterations and clusters.

When PCA and hash encodings are employed, n decreases
from 1024 = 32 × 32, i.e. the size of original feature
map, to 2 · nc (nc = 2). Thus, the runtime costs of k-
means clustering with PCA and hash encoding of feature
maps are largely reduced compared with that of the direct
vectorization. Consequently, the feature map clustering based
on hash encoding demands the least runtime cost for the
network training.

B. Group-wise Feature Orthogonality and Suppression

While the feature maps are clustered into m groups, the
group-wise orthogonality loss is formulated as follows

LGO =
2

m(m− 1)
ΣiΣjg

T
i gj , (2)

where m is the number of clusters, gi, gj are the average
feature maps in the i-th and j-th groups and formulated as
follows {

gi = Σk∈Ciw
(i)
k fk,

||fk||2 = γ,
(3)

where Ci records the i-th group of feature maps, w(i)
k is the

weight value corresponding to the feature map fk in the i-
th group Ci satisfying

∑
k w

(i)
k = 1, γ is a normalization

parameter optimized in the study [27]. In this work, uniform
weight values, i.e. w(i)

k = 1/#Ci, is employed, while more
profound weighting method with self attention or correlation
attention [28] can be considered for improvement.

The group-wise orthogonality can not only decrease the
runtime cost of the feature map-wise orthogonality, but also
disentangle the correlation between hidden semantic attributes.

Since the feature maps located far away from the average
of grouped features are more likely to fall in the intersection
regions of feature groups, they are selected and suppressed
during the network training.
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Motivated from the study [22], the distance between two
feature maps, i.e. fi and fj , obeys a normal distribution as
follows

||fi − fj ||2 ∼ N (
√

2γ,
γ√
2n

), (4)

where γ is the L2-norm of the feature map embedded with
the encoder of a generative network; n is the dimension of
the vectorized feature map. Then the distance between each
feature map and the corresponding average, i.e. di, should
obeys the following distribution

di = ||fi −
1

N (r)

∑
j

fj ||2 ∼ N (0,
γ√

2nN (r)
), (5)

where N (r) denotes the number of samples in the r-th group,
i.e. N (r) = #{Cr|fi ∈ Cr}. Feature map fi is selected to be
suppressed if it deviates from the average feature map with a
distance of κ times the variance as follows

di > κ
γ√

2nN (r)
, (6)

where κ = 1.5 is a predetermined value.
As shown in Fig. 3, the feature maps detected according

to Eq. (6) are further suppressed during the training. In
order to offset the effect of the feature maps suppressed
in the intersection regions, a reconstruction bias with and
without the intersection feature suppression is applied on the
generator network to preserve the genuineness of the attribute
translation.

C. Network Training

The proposed group-wise orthogonality loss and intersection
feature suppression are embedded in a GAN for attribute
editing.

GAN [1] consists of a generator G and a discriminator D
in a two-player minimax game. Based on the proposed group-
wise orthogonality loss and intersection feature suppression on
the generative network, final network losses of the proposed
GAN are formulated as follows

Ldrop = Ex,c′ [||G(x, c
′
)−Gdrop(x, c

′
)||1],

Lrec = Ex,c,c′ [||x−Gdrop(G(x, c
′
), c)||1],

LG = LOriG + λdropLdrop + λrecLrec + λGOLGO,
LD = LOriD.

(7)
where G generates an image G(x, c

′
) conditioned on both the

input image x and target domain label c
′
, Gdrop denotes the

generator with intersection feature dropout and c is original
domain label. Ldrop is a loss reflecting the bias of generator
with and without the proposed intersection feature dropout
to enable GAN to suppress the effect of the feature maps in
the intersection regions. Meanwhile, a reconstruction loss of
Lrec is applied on the generator to preserve reconstruction
genuineness after intersection feature dropout. LOriG and
LOriD denote the loss functions of the original generator and
discriminator networks, and λdrop, λrec and λGO are regular-
ization hyper-parameters. Since the contribution of intersection
features in the network is reduced by the defined losses of

Neutral Angry Fear Disgust Contempt Happy Surprise Sad

RaFD

CelebA

Black Hair Blond Hair Brown Hair Male Young

Fig. 4. The example images of CelebA [29] and RaFD [30].

Ldrop and Lrec, intersection feature suppression is achieved.
While the feature map are dropout only for generator network
training to suppress outlier feature maps, these feature maps
are still active in the testing network for attribute translation.

In this work, the StarGAN and AttGAN are used as the
baselines for comparison, hence LOriG and LOriD are the
losses of the generator and discriminator of StarGAN or
AttGAN . Finally, the objective functions of the generator G
and the discriminator D are LG and LD, respectively. Based
on the proposed losses, the similar minimization-maximization
algorithm as StarGAN or AttGAN is performed.

For the convenience of the following presentation, the
proposed GAN is abbreviated as GANx +GO+ IFS, where
GANx denotes StarGAN or AttGAN . GO and IFS are the
abbreviations of the proposed group-wise orthogonality loss
and intersection feature suppression, respectively.

III. EXPERIMENTAL RESULTS

Two databases are used for the testing, i.e. CelebFaces
Attributes Dataset (CelebA) [29] and Radboud Faces Database
(RaFD) [30]. CelebA is a large-scale face attributes dataset
with more than 200K celebrity images, which are annotated
with 40 attributes. While the top 20K images of CelebA are
used for our experiment, 19K of which are selected for training
and the rest are used for testing. RaFD contains pictures of 67
models displaying 8 emotional expressions, i.e., angry, fear,
disgust, contempt, happy, surprise, sad and neutral. For the
RaFD database, 4320 and 504 images are used for training
and testing, respectively. Example images of the two employed
databases are shown in Fig. 4.

We performed the experiments using Pytorch platform and
the same network structure as StarGAN [24] 1 or AttGAN
[25] 2. All the models are trained for 40,000 steps. The setting
of the regularization parameters, i.e. λdrop = 15, λrec = 3
and λGO = 5 in equation (7), are employed. The number of
k-means clusters, i.e. m in Eq. (2), is set as 5 and 8 for the
databases of CelebA and RaFD, respectively. More precisely,
the number of clusters is set as the number of attributes to
allow a group of feature maps to respond to an attribute.

1https://github.com/yunjey/StarGAN
2https://github.com/elvisyjlin/AttGAN-PyTorch
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TABLE I
THE AVERAGE ACCURACIES, INCEPTION SCORE (IS), FID AND RUNNING

TIME (RT, IN SECONDS) OF HASH ENCODING, PCA AND DIRECT
VECTORIZATION BASED ON StarGAN +GO + IFS FOR RAFD.

Method Accuracy ↑ IS ↑ FID ↓ RT ↓
Hash encoding 98.41% 2.770 43.51 0.102

PCA 98.21% 2.769 44.71 0.261
Direct vectorization 98.81% 2.759 46.92 1.289
↑ means larger numbers are preferred, ↓ means opposite.

A. Hash Encoding

Section II-A presents a theoretical analysis of the runtime
cost of the proposed hash encoding compared with PCA and
direct vectorization. In this section, we provide an experimen-
tal study of the runtime costs of three methods for feature
map clustering, including the feature map encoding and the
k-means clustering. Meanwhile, the quantitative results with
the metrics of average accuracy, inception score (IS) [31] and
FID score [32] for the images generated based on the three
encodings are presented in Table I. For classification accuracy,
Resnet-18 [33] is used to recognize each attribute, while the
training set of GAN is used for classifier training, the images
generated by the considered GAN variant are used as the
testing set. IS and FID scores are used to measure the quality
and diversity of the generated images.

We evaluated the average runtime cost with respect to the
batch size of 16, and trained StarGAN +GO+ IFS for the
RaFD dataset. Table I shows that the average runtime cost of
the hash encoding, PCA and direct vectorization are 0.102,
0.261 and 1.289 seconds, respectively. The least runtime cost
with hash encoding verifies the theoretical analysis in Section
II-A. As shown in Table I, hash encoding performs similarly
compared with PCA and direct quantization in terms of classi-
fication accuracy, while achieves slightly better performances
than the other two encodings in terms of IS and FID scores.
Therefore, hash encoding does not cause large information
degradation in terms of classification accuracy, IS and FID
scores, while largely decreases the runtime cost of feature map
encoding and clustering.

B. Visual Results

To study the performance of the group-wise orthogonaliza-
tion, the proposed loss is compared to the feature map-wise
orthogonalization. To avoid large model complexity introduced
by pairwise orthogonality of feature maps, an additional layer
is appended in the generative network [28] to simulate the
correlation matrix of the feature maps. Then the feature map-
wise orthogonality loss is approximated as the average of the
correlation matrix. Fig. 5 shows an example face translated
from female to male without any orthogonality loss (b), with
the feature map-wise loss (c) and the proposed group-wise or-
thogonality loss (d). To study the performance of the proposed
feature map suppression, the generations with and without the
proposed feature suppression for the transfer of brown hair
are presented in Fig. 6. The offline feature suppression is

(d) Group-wise

orthogonality

(c) Feature map-

wise orthogonality
(a) Input (b) StarGAN

Fig. 5. The comparison of two orthogonality strategies.

(a) (b) (c) (d)

Fig. 6. Hair color translation for a lady face (a) by StarGAN (b), the offline
(c) and the online (d) feature suppression.

Input StarGAN IFS GO IFS+GO

Fig. 7. Generated expressions translated by StarGAN , StarGAN+IFS,
StarGAN+GO and StarGAN+IFS+GO for RaFD.

performed after network training, while the online suppression
is executed during training.

Fig. 5 shows that the proposed orthogonality strategy can
better preserve the texture information of original input during
the image generation. Meanwhile, more clean face is generated
since the noise is suppressed with the proposed orthogonality
loss. Fig. 6(c) reveals that the feature maps suppressed offline
can capture the abnormal regions during attribute generation
when these feature maps are dropout after training. As shown
in Fig. 6(d), when the feature maps are suppression online, the
abnormal regions are reduced, which justifies the employed
online dropout in the proposed feature map suppression.

To further study the performances of GO and IFS, we
performed the ablation study by embedding GO, IFS and
IFS+GO into StarGAN , then their performances on the
RaFD dataset are compared to the baseline, i.e. StarGAN ,
and the results are shown in Fig. 7. Fig. 7 shows that the
proposed group-wise orthogonality and intersection feature
suppression both improve the performance of expression trans-
lation.

Furthermore, the overall performance of the the proposed
GAN, i.e. GANx + GO + IFS, is compared to that of
the corresponding baseline, i.e. GANx = StarGAN or
GANx = AttGAN , for the CelebA database, and the
generations are demonstrated in Fig. 8. Fig. 8 shows that
the proposed GAN outperforms StarGAN and AttGAN on
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Black Hair Blond Hair Brown HairInput

StarGAN Ours

AttGAN Ours

Gender Age

StarGAN Ours StarGAN Ours StarGAN Ours StarGAN Ours

AttGAN Ours AttGAN Ours AttGAN Ours AttGAN Ours

Fig. 8. The performances of StarGAN , AttGAN and the proposed GAN for CelebA.

TABLE II
THE ACCURACY (ACC. %), IS AND FID SCORES OF StarGAN , AttGAN
AND THE PROPOSED GAN (GANx + IFS +GO) FOR EACH ATTRIBUTE

OF CELEBA.

Meas. Method Black Blond Brown Gender Age
Acc. ↑ StarGAN 66.77 78.98 55.96 60.06 63.46

Ours 78.08 71.37 63.76 63.06 63.36
AttGAN 50.55 31.23 34.33 63.96 58.16

Ours 55.16 42.14 36.04 65.97 69.37
IS ↑ StarGAN 1.178 1.182 1.014 1.200 1.122

Ours 1.204 1.237 1.033 1.221 1.127
AttGAN 1.317 1.329 1.131 1.310 1.111

Ours 1.331 1.344 1.157 1.325 1.121
FID ↓ StarGAN 65.90 93.06 71.28 105.06 85.58

Ours 58.86 79.92 64.86 101.73 76.68
AttGAN 62.29 84.94 66.41 101.03 82.56

Ours 56.63 82.51 60.97 98.78 78.06
↑ means larger numbers are preferred, ↓ means opposite.

both genuineness and clearness. Especially in the 2nd row,
the semantic disentanglement enables the proposed algorithm
to generate more normal textures in the forehead region
compared with StarGAN and AttGAN .

C. Quantitative Results

To quantitatively evaluate the performance of the proposed
GAN, the classification accuracies, IS and FID scores of
StarGAN , AttGAN and the proposed GAN for different
attribute translations on the CelebA dataset are shown in
Table II. Table III further presents the ablation study of these
methods for the RaFD database.

Table II shows that the proposed GAN outperforms
StarGAN and AttGAN for most attributes in terms of
inception score and FID score, which reveals that the proposed
GAN can synthesize high quality images although there is

TABLE III
THE AVERAGE ACCURACIES, IS AND FID SCORES OF DIFFERENT GAN

VARIANTS FOR RAFD.

Method Accuracy ↑ IS ↑ FID ↓
StarGAN 97.62% 2.516 46.59

StarGAN+IFS 97.02% 2.673 46.53
StarGAN+GO 97.62% 2.617 44.56

StarGAN+IFS+GO 98.41% 2.770 43.51
AttGAN 65.48% 2.785 60.39

AttGAN+IFS 69.84% 2.803 51.02
AttGAN+GO 70.63% 2.827 50.01

AttGAN+IFS+GO 73.02% 2.918 53.24
↑ means larger numbers are preferred, ↓ means opposite.

large variation between the training and testing datasets. For
the classification accuracy, the proposed GAN achieves better
performances for most attributes, while worse performances
for blond hair and age translations. To study the generations
with the proposed GAN that are wrongly classified, Fig. 9
presents example generations of the proposed GAN that are
wrongly classified, and the generations of StarGAN that are
correctly recognized. While the classification accuracy does
not necessarily reflect the quality of generated images, one
can observe that the proposed GAN achieves more genuine
and clean parts, e.g. forehead, than StarGAN .

Based on the ablation study of expression transformation
for the RaFD dataset, Table III shows that the proposed GAN,
i.e. GANx + IFS + GO, outperforms the both baselines of
StarGAN and AttGAN in terms of classification accuracy,
IS and FID, and large improvements of 7.54% and 7.15
are achieved for the accuracy and FID scores compared
with the baseline of AttGAN . Meanwhile, the proposed
GANx + IFS + GO performs better than the GAN variant
with IFS or GO in almost all the cases, which verifies
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Fig. 9. The correctly classified images generated by StarGAN , and wrongly
classified images generated by the proposed StarGAN + IFS + GO for
CelebA.

Black 

Hair

Blond 

Hair

Brown 

Hair
Gender AgeInput

StarGAN

Ours

Fig. 10. The images generated by StarGAN and the proposed GAN when
CelebA and RaFD are used for training and testing, respectively.

the effectiveness of the proposed two strategies for semantic
attribute disentanglement.

D. Generalization Performances

To study the generalization performance of the proposed
algorithm, the CelebA and RaFD datasets are used for training
and testing, respectively. The example images generated by
StarGAN and the proposed GAN for RaFD (training using
CelebA) are presented in Fig. 10. Table IV presents the
classification accuracies, IS and FID scores for this cross
database experiment.

Fig. 10 reveals that the proposed GAN, i.e. StarGAN +
IFS + GO, achieves more genuine performance than
StarGAN , while yielding less abnormal regions on the nose
and forehead regions, which reveals that the learned network
with group-wise orthogonalization can be well generalized to
other databases due to the reduction of the correlation among
different semantic attributes.

Table IV further justifies the effectiveness of the proposed
algorithm. Better performances with the proposed GAN are
achieved on most of the attribute translations, in terms of the
classification accuracy, IS and FID scores. Especially for the
recognition accuracy of the translated black color attribute, an
improvement of 26.67% is achieved for images generated by
the proposed GAN with comparing to StarGAN .

TABLE IV
THE METRICS OF ACCURACY (ACC. %), IS AND FID OF StarGAN ,

AttGAN AND OURS (GANx + IFS +GO) WHEN CELEBA AND RAFD
ARE USED FOR TRAINING AND TESTING, RESPECTIVELY.

Metric Method Black Blond Brown Gender Age
Acc. ↑ StarGAN 53.75 62.50 57.29 70.63 66.67

Ours 80.42 50.63 60.63 74.79 77.50
AttGAN 56.46 15.83 43.33 41.04 50.42

Ours 59.17 11.46 49.58 44.38 74.38
IS ↑ StarGAN 1.192 1.083 1.003 1.126 1.067

Ours 1.211 1.087 1.024 1.176 1.078
AttGAN 1.238 1.050 1.180 1.028 1.069

Ours 1.276 1.052 1.183 1.050 1.082
FID ↓ StarGAN 138.74 169.35 150.26 176.01 188.59

Ours 136.85 163.49 142.78 161.10 172.46
AttGAN 138.97 191.56 152.34 184.23 171.03

Ours 139.43 184.73 154.79 170.23 156.69
↑ means larger numbers are preferred, ↓ means opposite.

IV. CONCLUSIONS

In order to reduce semantic correlation caused by the feature
map interaction to improve network generalization ability and
allow independent editing of face attribute, we propose the
semantic disentanglements of group-wise orthogonalization
and intersection feature suppression in the generative networks
of StarGAN and AttGAN for facial attribute translation.
With the proposed semantic attribute disentanglement, the
proposed GAN can synthesize much more genuine images
with significantly less abnormality. Numerical results of clas-
sification accuracies, inception score and FID score further
justify the effectiveness of the proposed GAN.
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