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Triplet loss with multistage outlier suppression and
class-pair margins for facial expression recognition

Weicheng Xie, Haoqian Wu, Yi Tian, Mengchao Bai, Linlin Shen*

Abstract—Deep metric based triplet loss has been widely used
to enhance inter-class separability and intra-class compactness of
network features. However, the margin parameters in the triplet
loss for current approaches are usually fixed and not adaptive
to the variations among different expression pairs. Meanwhile,
outlier samples like faces with confusing expressions, occlusion
and large head poses may be introduced during the selection
of the hard triplets, which may deteriorate the generalization
performance of the learned features for normal testing samples.
In this work, a new triplet loss based on class-pair margins and
multistage outlier suppression is proposed for facial expression
recognition (FER). In this approach, each expression pair is
assigned with an order-insensitive or two order-aware adaptive
margin parameters. While expression samples with large head
poses or occlusion are firstly detected and excluded, abnormal
hard triplets are discarded if their feature distances do not
fit the model of normal feature distance distribution. Extensive
experiments on seven public benchmark expression databases
show that the network using the proposed loss achieves much
better accuracy than that using the original triplet loss and the
network without using the proposed strategies, and the most
balanced performances among state-of-the-art algorithms in the
literature.

Index Terms—Facial expression recognition, deep metric learn-
ing, hard triplet selection, multistage outlier suppression, adap-
tive class-pair margin.

I. I NTRODUCTION

T HE softmax loss is widely employed in convolutional
neural networks (CNNs) to measure the difference be-

tween the network output and supervision signal [1], while
the triplet loss [2] and a number of variants have been
proposed to further enforce intra-class compactness and inter-
class separability of the learned features. The quadruplet loss
[3] motivated from the triplet loss, is proposed to further
enlarge inter-class distance. To boost the performance of the
triplet loss, the triplet selection and the margin parameter
adjustment get a lot of attention.

In order to minimize the intra-class distance and maximize
the inter-class distance during the network optimization, the
hardest sample triplet is considered. Actually, these triplet
losses help the network learn more sufficiently from the
difficult samples in the hardest triplets. Song et al. [4] selected
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the hardest sample pair, i.e. the sample pairs with maximum
intra-class distance or minimum inter-class distance, in the
training samples. It was stated that the mining of hard triplets
[5] and outliers [6] is beneficial for improving the performance
of original triplet loss. The hardest sample pair is selected
based on the identity information [7], while the distance from
the anchor sample is used as the metric to select the hardest
triplet. Wu et al. [8] further used the distance distribution
to select the hard triplet. The triplet with the most uniform
sample-pair distance is deemed as the hardest one. Yu et al.
[9] converted the selection of hard samples into a problem
of sample weighting with a hard-aware loss to assign bigger
weights to harder samples. Zhou et al. [10] proposed an
improved triplet loss with auxiliary class centers of hard
samples to consistently minimize the intra-class distance in
the training process. To learn more discriminative features
from visually similar classes, Ge et al. [11] introduced a new
violate margin based on the hierarchical tree to automatically
select meaningful hard samples with the guide of global
context. Instead of using explicit distance as the metric, the
implicit feature embedding is learned adaptively to obtain the
distribution shift for triplet selection [12], [13]. While the
negative samples are further divided into three groups, i.e.
easy, semi-hard and hard samples [14], Sohn [15] suggested
to select the negative examples that interact with each other
to improve the convergence by a multi-classN-pair loss.

In order to dynamically adapt the triplet loss according
to the running condition, the setting of the loss parameter,
i.e. the margin parameter, is often considered. The margin
parameter was introduced by Hadsell et al. [16] to filter
out relatively hard samples for training with the contrastive
loss, whose self-adaptive model has drawn lots of attentions.
Wang et al. [17] introduced an adaptive margin parameter
in listwise loss to assign larger margins to harder negative
samples. To dynamically update the margin parameter, Li et al.
[18] used the correlation between the inter-class distances of
the projected image features and the semantic representations,
Wang et al. [19] and Chen et al. [3] used the inter-class
and intra-class distances. Chen and Deng [20] introduced an
adaptive large margin constraint to convert a fixed margin into
a local-adaptive angular margin.

A. Related Works

For facial expression recognition (FER) with deep metrics,
Zhang et al. [21] proposed an identity loss in an auxiliary task
to supervise the training process, as well as enhance robustness
of the main task without stopping in the whole training stage.
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Kim et al. [22] designed the contrastive representation in the
feature space of an encoder network based on contrastive
metric learning and a supervised reconstruction for FER task.
Triplet loss [23] and the (N+M)-tuplet loss [24] (N negative
and M positive examples in a mini-batch) were proposed to
take into account the expression variations of different classes.
Li and Deng [25] surveyed the state-of-the-art works related
with the deep metric losses and the corresponding variants.

Integrating the hard samples in the network training can
boost the performance of the triplet loss for testing dataset
by learning more discriminative features. However, in current
algorithms for hard sample selection, the hard samples are
assumed to be normal, i.e. they are centralized around the
center of the same class and do not entangle with samples
from other classes. Wu et al. [26] proposed a novel sampling
to mine intra-class, i.e. positive samples with local sample
distribution, to improve the deep embedding in the context of
large intra-class variations. In this work, we initialize the value
of the margin parameter based on the distribution of feature
distance and adapt it dynamically for pairwise expressions.
Meanwhile, inter-class distance is used to update the margin
parameter, which is estimated with the distances between the
class centers. In this way, the runtime cost of the inter-class
distance computation is reduced. The robustness of the margin
parameter update is improved, since the centers are updated
according to all the visited training samples using global
information.

To adapt the triplet loss to different running conditions,
self-adaptive margin parameter is employed. However, a fixed
margin is not applicable when inter-class differences appear
with significantly different scale intensities [27]. For FER task,
the difference between ‘fear’ and ‘happy’ expressions is more
apparent than that between ‘fear’ and ‘sad’. Dynamic margin
parameter for each expression pair during network training is
rarely studied. Thus, pairwise FER is introduced to reduce
the influence of inconsistency of expression pair variations
[28]. Motivated from the pairwise FER [28], adaptive margin
parameter for each expression pair is introduced to take into
account the scale inconsistency of different expression pairs.

Meanwhile, for tasks like FER, confusing samples are
popular and behave very diversely among different person
identities, which can easily introduce confusing samples.
While hard samples are widely believed to increase the ro-
bustness of network during the softmax loss based training,
it may introduce noises during triplet sample selection and
thus result in poor generalization performance for normal
testing expression samples. Tian et al. [29] use primary feature
distance distribution to exclude outliers from the hard triplet
selection. However, the largely posed or occluded faces can
also be recognized as the hard samples. Full learning of these
samples, i.e. putting more emphasis on these samples, may
provide misguidance for frontal and non-occluded expressions.
Meanwhile, the class order is not sufficiently explored for
the expression-pair difference representation. In this work,
multistage outlier suppression is proposed to take into account
face occlusion, head pose and feature distance distribution,
while class order-aware margins are designed to more accu-
rately depict the expression-pair differences. Furthermore, the

0.00

0.97

1.18

2.37

1.31

2.06

1.51

0.89

0.00

1.46

2.47

1.58

1.91

2.17

1.25

1.62

0.00

2.34

0.90

1.25

1.64

2.06

2.25

1.96

0.00

2.29

1.33

1.26

1.20

1.55

0.72

2.49

0.00

2.44

1.30

1.95

1.90

1.07

1.53

2.45

0.00

1.96

1.30

2.05

1.36

1.36

1.21

1.86

0.00

Angry Disgust Fear Happy Sad Surprise Neutral

Angry

Disgust

Fear

Happy

Sad

Surprise

Neutral

Fig. 1. The bias{Si, j} defined in equation (1) for all the expression pairs
{(i, j)|1≤ i, j ≤ 7}, the network used and the experimental setting are same
with Section III-A and the experiment in Table II.

experimental evaluation of the proposed algorithm is greatly
enhanced.

B. Motivation

To study the diversity among the differences of various
expression pairs, Fig. 1 shows the biases of the average inter-
class and intra-class distances for 42 pairs of the seven ex-
pressions of the FER2013 database [30]. The average distance
bias is defined as follows

Si, j =
1

Ni, j
∑

x(i)a ,x(i)p ,x( j)
n

d( f (x( j)
n ), f (x(i)a ))2−d( f (x(i)p ), f (x(i)a ))2,

(1)
where x(i)p and x( j)

n , i.e. the positive and negative samples,
having the same (thei-th class) and different (thej-th class)
class labels with the anchor samplex(i)a (x(i)p 6= x(i)a ), compose a
triplet, andNi, j is the number of triplets in terms of the expres-
sion pair of(i, j); d( f (x( j)

n ), f (x(i)a )) = || f (x( j)
n )− f (x(i)a )||2 is

the L2-norm distance;f (x(i)a ) is the embedded feature vector,
i.e. output of the fully connected (FC) layer, for the input of
the anchor (x(i)a ). Please note that the triplet(x(i)a ,x(i)p ,x( j)

n ) is
not random and traverses all the possible sample combination,
thus,Si, j 6=Sj ,i reflects the bias of the inter-class and the intra-
class distances.

As shown in Fig. 1, there is large variation among the
biases between inter-class and intra-class distances, i.e. the
largest bias (2.49) is three times the smallest bias (0.72).
Since different expressions have different deform intensities
and scales, a different margin parameter for each expression
pair is beneficial for the recognition.

To illustrate the motivation of the outlier-suppressed triplet
selection, Fig. 2 shows three abnormal ‘happy’ expressions
(c), (d) and (e). As shown in Fig. 2, a person may present
an expression significantly different from others due to the
identity diversity (Fig. 2(c)), large face occlusion (Fig. 2(d))
or head pose (Fig. 2(e)), while network trained with these
samples in the proposed triplet loss may result in model over-
fitting and poor generalization performance on other normal
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(a) (b) (c) (d) (e)

Fig. 2. The abnormal ‘happy’ expressions with confusing appearance (c),
occlusions (d) and poses (e) in the FER2013 expression database [30].

samples. Thus, abnormal hard positive and negative samples
shall be excluded to reduce the influence of outlier triplets.

C. Contribution

In this work, a new triplet loss with class-pair margins
and multistage outlier suppression is proposed for FER. A
different margin parameter is assigned for each expression
pair to address the deform intensity variations among different
expression classes, and adjusted dynamically according to
the distances between class centers. Furthermore, hard out-
lier samples, i.e. largely posed, occluded faces and samples
behaving significantly different from the same-class samples,
are excluded during hard triplet selection to improve the
generalization performance on the normal samples. This work
makes the following contributions:

• Class-pair margins, either class order-insensitive or order-
aware, are introduced to address deform intensity incon-
sistency among different classes, which are adaptively
adjusted according to the inter-class distances;

• Outlier hard samples, i.e. largely posed, occluded faces
and abnormally-offset samples, are detected in the feature
distance space, and excluded from the triplet loss based
network training;

• The proposed algorithm achieves competitive perfor-
mance on seven public expression databases, when com-
pared with the various triplet loss variants and the state-
of-the-art approaches.

This paper is structured as follows. Section II gives a
description about the proposed algorithm step by step. The
experimental results of the proposed algorithm on public
databases are presented in Section III. Finally, discussions and
conclusions are addressed in Section IV.

II. T HE PROPOSEDALGORITHM

In this section, the proposed self-adaptive class-pair mar-
gins, the selection of hard triplets based on occlusion and
pose detection and feature distance distribution, as well as the
network training and optimization are introduced.

A. Self-adaptive Class-pair Margins

In order to boost the network discrimination ability for
difficult samples, the original triplet loss is presented as
follows

Lori
t =

1
2 ∑

xa

[d( f (xa), f (xp))
2−d( f (xa), f (xn))

2+α]+, (2)

whereα is the margin parameter determining the hardness of
the selected samples,xa and f (xa) are the abbreviations of
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Fig. 3. The order-insensitive class-pair margins with respect to (w.r.t.)
21= #class(#class−1)/2 (the 1st row) and the order-aware class-pair margins
w.r.t. 42 (the 3rd row) expression pairs (#class= 7). For example,α1,2
corresponds to the triplets thatxa and xp belong to the 1st class, whilexn
belongs to the 2nd class. ‘An’, ‘Di’, ‘Fe’, ‘Ha’, ‘Sa’, ‘Su’ and ‘Ne’, are the
abbreviations of ‘Angry’, ‘Disgust’, ‘Fear’, ‘Happy’, ‘Sad’, ‘Surprise’ and
‘Neutral’, respectively.

x(i)a and f (x(i)a ) in equation (1), which determine the gradient
direction for back propagation;xp and xn are randomly gen-
erated pair of positive and negative samples for each anchor
examplexa; [·]+ ≡max(·,0) is the hinge function.

Suppose the face pairxp andxn are presenting expressions
i and j (1≤ i, j ≤ #class), respectively, an adaptive margin
αi, j of class order-insensitive or order-aware can be used to
consider the scale characteristics of each expression pair.

• As shown in the first row of Fig. 3, when the order of
i, j is not considered, i.e.αi, j = α j ,i , a total number of
(#class(#class−1)/2) margins are available.

• As shown in the third row of Fig. 3, when the order
of i, j is considered, i.e.αi, j 6= α j ,i , a total number of
(#class(#class−1)) margins need to be defined.

The class-pair triplet loss is now formulated as follows

Lt =
1
2 ∑

xa

[d( f (xa), f (xp))
2−d( f (xa), f (xn))

2+αi, j ]+, (3)

where αi, j is a margin associated with the expressions of
the triplet (xa,xp,xn). Thus,αi, j reflects the feature variation
intensity of the samples belonging to the group of triplets, i.e.
{(xa,xp,xn)|Class(xa) =Class(xp) = i,Class(xn) = j}.

Larger margin parameterαi, j encourages harder triplets,
i.e. the loss in equation (3) is an increasing function ofαi, j ,
which makes the gradient descent-based optimization w.r.t.αi, j

unreasonable. A heuristic margin updating method is proposed
to use the updated centers of the expression classes:


















nr = βmaxmin( βthresd
NumIter,1),

αnew
i, j = [||ci− c j ||2− 1

Na
∑xa,xp d( f (xa), f (xp))

2]+,

α f inal
i, j = (1−nr) ·αold

i, j
γnew

γold +nr ·αnew
i, j ,

αold
i, j = αnew

i, j .

(4)

whereαi, j← α f inal
i, j is the class-pair margin used in the current

iteration;γnew, γold are theL2-norms of the embedded features
of current and the last iterations before feature normalization.
To restrict sample’s feature representation onto a hypersphere,
the embedded featuref (x) is normalized to γ· f (x)

|| f (x)||2
, whereγ
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is a network optimization variable, which is updated with the
feature f (x), during network back-propagation. The initializa-
tion of γ and the optimization details are presented in the
study [31]; Na is the number of the intra-class sample pairs;
The weightnr is introduced to use the preceding information
for margin update; Since the margin updated in the preceding
βthresd iterations is not stable,αnew

i, j contributes toα f inal
i, j with

the maximum weight ofnr= βmax. While αold
i, j becomes stable,

the contribution ofαnew
i, j , i.e.nr, is gradually decreased to make

the margin parameter stagnate to fixed value.βthresd andβmax

are set to 1,000 and 0.5, respectively.
During the adaptive renewal ofαi, j , the class centers{ci}

are also updated based on the center lossLC [32] as follows

LC =
1
2 ∑

k

d( f (x[k]),cyk)
2, (5)

whereyk is the expression label of thek-th samplex[k], cyk is
the center feature vector of theyk-th class, i.e.{ f (x[k])}.

Regarding to the margin update strategy (4), when a sample
is far away from its class center, the variance of||ci−c j ||2−
d( f (xa), f (xp))

2 is relatively large. The offsets smaller than
zero are discarded with the operator[·]+, while the values
larger than zero increase the lossLt . Consequently, the feature
movement toward the corresponding center is encouraged with
equation (4), which is beneficial to decrease the intra-class
distance.

The self adaptive update process presented in equation
(4) not only removes the direct computation of the inter-
class distances, but also improves the robustness of inter-
class distance approximation, since current centers are updated
based on the information of all the visited training samples in
the preceding iterations.

B. Outlier-suppressed Hard Triplet Selection

During the training of network using all the samples and
softmax loss, outlier (abnormal) samples may misguide the
network to correlate the outlier features with expressions,
and yielding wrong prediction for normal samples. Thus, the
outlier samples are first detected, and further suppressed to
reduce the misguidance information for normal samples.

Definition 1. Outlier Expression Samples are samples whose
face consists of large proportion of non-face regions or whose
facial deforms are significantly different with common deforms
of the labeled expression.

As largely occluded or posed faces usually consist of large
proportion of non-face regions, they are decided as outlier
samples. For outlier expressions, distance distribution of deep
features is used to detect significantly different deforms.

1) Occlusion and Pose Outlier:To reduce the misguidance
of the abnormal samples during triplet loss training, largely
posed and occluded faces are treated as outliers and excluded
from the candidate hard samples based on linear regression
and multi-task CNN, respectively.

A face database with various head poses [33] is used to train
the linear regressor. The head pose database is a benchmark
consisting of 2,790 monocular face images from 15 person

Fig. 4. Example faces with different pan and tilt angles in theposed face
database [33].

identities, the pan and tilt angles vary from−π/2 to π/2.
Example faces from the database are presented in Fig. 4.

The 2D Face Alignment Network (FAN) [34] is employed
to locate the five landmark points, while the failure cases
are categorized as largely occluded and posed faces and
excluded from training. We denote the landmark points of
the training and testing samples as matrixX and vectorz,
respectively. By minimizing the objective function||z−Xw||22,
the weightsw are obtained with the least square estimation
as w =

(

XTX
)−1

XTz. The index of the posed face with the
most similar head pose as the testing sample is predicted as
i0 = argmaxw. The testing sample is deemed as an outlier
pose face, i.e. largely posed face, if the following condition
holds

max(TILTi0,PANi0)≥ κ (6)

whereTILTi0, PANi0 denotes the ‘tilt’ and ‘pan’ angles of the
i0-th sample,κ is the predefined threshold.

To detect and exclude largely occluded faces, the occlusions
of various key facial parts are jointly detected with a multi-
task CNN [35]. The general procedure of the detector can
be summarized as three steps [35], i.e. the pre-training, fine
tuning and multi-task occlusion identification with multi-layer
perception (MLP). After the training of the multi-task CNN
for occlusion detection, four tasks for respective facial parts
are followed to judge whether left eye, right eye, nose or
mouth is occluded or not. The testing sample is deemed as
an outlier occlusion face, i.e. largely occluded face, if the
following condition holds

∑
i

Li,1≥ β (7)

whereLi denotes the FC layer output in the task for thei-th
facial part, whileLi,1 is the predicted probability of thei-th
part occlusion after the Softmax activation;β is the predefined
threshold.

2) Feature-Distance-Distribution Outlier:After the elimi-
nation of largely occluded and posed faces, easily-confusing
samples are also treated as outliers, and excluded from hard
triplets based on feature distance distribution.

Based on the maximal intra-class and minimal inter-class
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Fig. 5. (a) Random distanced with n= 2, where f (x) = ( f x1, f x2). (b),(c) The feature distance distribution and the rejection regions (blue solid regions)
for hard positive and negative sample selection with significance levels ofτp = 0.025 andτn = 0.05, respectively.

feature distances, the hardest positive and negative samples in
the study [7] are selected as follows

{

x∗p = argmaxxp d( f (xa), f (xp))
2,

x∗n = argminxn d( f (xa), f (xn))
2.

(8)

wherexp andxn are selected from a training batch. However,
learning from the hardest triplet may misguide the network
training due to abnormally-offset samples, such as the example
expressions in Fig. 2. Kumar B G et al. [36] proposed to
suppress the outlier sample in a triplet based on a margin
hyper-parameter. In this work, we detect abnormal hard triplets
according to the accurate distribution of feature distance and
discard them in advance.

When the feature dimension, i.e.n, is large enough, it is
induced in the studies [37], [8] (see Lemma 1 of Section V)
that the random variable of distance of two embedding feature
vectors, i.e.d, approximately obeys the following normal
distribution as follows

d∼N (
√

2γ,
γ√
2n

), (9)

whereγ is theL2-norm of the embedded feature;
√

2γ and γ√
2n

are the mean and standard variance. An example 2D feature
distance variable, i.e.d, is presented in Fig. 5(a).

For the detection of outlier samples, the null (H0) and
alternative (H1) hypothesises of normal samples are first
constructed as follows

{

H0 : {µd( f (xa), f (xp)) ≤
√

2γ},
H1 : {µd( f (xa), f (xp)) >

√
2γ}. (10)

whereµd( f (xa), f (xp)) denotes the mean of the random variable
d( f (xa), f (xp)). A selected positive samplexp is deemed to be
normal if the distanced( f (xa), f (xp)) falls in the acceptance
region of the null hypothesis under a significance levelτp,
while abnormal if this distance lies in the corresponding
rejection region, i.e. the corresponding alternative hypothesis
is accepted. Similarly, a selected negative sample is an outlier
if the corresponding null hypothesisH0 : {µd( f (xa), f (xn)) ≥√

2γ} is rejected under a given significance levelτn. Thus,
the triplet (xa,xp,xn) is discarded whend( f (xa), f (xp)) or
d( f (xa), f (xn)) lies in the corresponding rejection region, i.e.

one of the following rejection conditions is satisfied
{

d( f (xa), f (xp))≥
√

2γ + γ√
2n

F−1(1− τp),

d( f (xa), f (xn))≤
√

2γ− γ√
2n

F−1(τn),
(11)

whereF−1(1−τp) is the inverse of the cumulative probability
distribution of the normal distribution in equation (9) with cu-
mulative probability being 1−τp, i.e. PF{d≤ F−1(1−τp)}=
1− τp; τp, τn are the significance levels of the positive and
negative samples, respectively. The rejection regions described
in equation (11) are shown in Figs. 5(b) and 5(c). Since the
categories of negative samples are more diverse and there are
larger variations among them, larger proportion of negative
samples are assumed to be outliers, i.e. the significance level
of negative pairs is larger than that of positive pairs. More
precisely, during excluding of outliers from hard triplets, the
requirement for negative samples to be normal is stronger than
that of positive samples.

By providing additional upper and lower bounds for the
selections of positive and negative samples according to the
feature distance distribution, the proposed outlier-suppressed
method in equation (11) can further decrease the influence of
outlier samples, compared with the bias constraint in equation
(3).

C. Network Training

The employed network structure is presented in Fig. 6,
where the residual network (ResNet18 [1]) with slight modifi-
cation [38], i.e. the dimension of the last FC layer output is set
to #class, is employed. The same image preprocessing as the
study [38] is employed. The self-adaptive normalization layer
[31] is added after the last but one FC layer, i.e. theL2-norm
of the FC output vectorf (x) is normalized to a valueγ with
a self-adaptive mode. To fully make use of the already trained
models, the fine tuning of an available face recognition model
is employed.

Since hard samples are excluded from the proposed triplet
loss only, they are still involved in the softmax loss-based
training process. While the proposed triplet loss is used
for highlighting the information of normal samples during
training, the softmax lossLS and the center loss are used to
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Softmax Loss

Proposed Triplet Loss

+

+
Outlier

Triplet

  Non-

Outlier

Triplet

Center Loss

Fig. 6. The network structure of ResNet.CoPr denotes the convolution layer followed by the PReLU activation function.Pool is the MaxPooling layer.
ResBl is a residual block with outputResOut put= PoolOut put+CoPr(CoPr(PoolOut put)). NM1 denotes the 1st normalization layer [31]. #Replications
denotes the times the same block is replicated. #Filts denotes the number of feature maps.n= 512 and #classdenote the dimension of embedded feature
and the number of expression classes.

boost the discriminative ability of the learned features, aiming
at all the samples. The final loss is then formulated as follows

L= LS+λCLC+λtLt . (12)

whereLC and Lt are the center and triplet loss presented
in equations (5) and (3);λC and λt are the regularization
coefficients.

To avoid network non-convergence introduced by the in-
stability of the class center, i.e.cyk in equation (5), in the
preliminary iterations, a scale factorρ is introduced to reduce
the influence of such instability for the margin update (equa-
tion (4)). The scale factor is gradually increased from 0 to
its maximum, which is used to scale the loss weight ofλt in
equation (3) as follows

λt ← ρ(#iter) ·λt ≡
λt

1+10e−
#iter
3000

, (13)

where #iter is the number of algorithm iterations.
For the network optimization, the gradient ofL w.r.t. each

variable is calculated, where the gradients associated with the
proposed triplet loss (3), i.e.Lt , are presented as follows























sgn= 1d( f (xa), f (xp))2+αi, j>d( f (xa), f (xn))2
,

∂Lt
∂ f (xa)

= ( f (xn)− f (xp)) ·sgn,
∂Lt

∂ f (xp)
= ( f (xp)− f (xa)) ·sgn,

∂Lt
∂ f (xn)

= ( f (xa)− f (xn)) ·sgn.

(14)

where 1{·} is the 0-1 sign function.
For clarity, the entire optimization framework for the pro-

posed triplet loss is illustrated in Algorithm 1.

III. E XPERIMENTAL RESULTS

A. Experimental Setting and Databases

We perform the experiments using four-kernel Nvidia TI-
TAN GPU Card and CAFFE package. The parameter settings
of the proposed algorithm are presented in Table I. The
network in Fig. 6 is chosen as the backbone network, which is
trained for 120 epochs on each dataset via stochastic gradient
descent (SGD) with initial learning rate of 0.01 (decayed by
a factor of 0.5 for each 30 epochs), while the momentum and
the weight decay value are set to 0.9 and 0.0001, respectively.

Algorithm 1 Network training with the proposed triplet loss.

1: Set the hyper-parametersκ , β , βmax, βthresd, λC, λt ,
MaxIter.

2: Initialize the class-pair margins [3], class centers and
network parameters.

3: for s= 0, · · · ,MaxIter do
4: Update the margin parameters according to the updated

centers with equation (4);
5: Generate the candidate samples excluding the largely

posed and occluded faces detected in equations (6) and
(7);

6: Obtain the hard triplets with the strategy (8) from the
candidate samples based on the distance-distribution
constraint (11);

7: Perform network forward to obtain the triplet loss with
equation (3);

8: Perform network backward to compute the gradients of
the proposed triplet loss w.r.t. the embedded features
with equation (14);

9: Perform stochastic gradient descent (SGD) to update
the embedded features and network parameters;

10: end for
11: Output the trained model for testing.

The proposed algorithm is tested on the expression databas-
es of the FER2013 [30], AFEW [39], Extended Cohn-Kanade
(CK+) [40], AffectNet [41], Oulu-CASIA [42], MMI [30] and
BU-3DFE [43], whose examples are presented in Fig. 7.

The FER2013 database [30] is an expression database
collected from the internet and used for a challenge. The
database consists of 35,887 grayscale face images, while the
training set consists of 28,709 examples, both the validation
(the public test) and testing (the private test) datasets contain
3,589 expression images. Each face was labeled with neutral
(Ne) or one of the six typical expressions, i.e. angry (An),
disgust (Di), fear (Fe), happy (Ha), sad (Sa) and surprise (Su).

Acted Facial Expressions in the Wild (AFEW-6.0) [39] is
a data corpus of dynamic temporal facial expressions labeled
with neutral and the six typical expressions. The images are
extracted from movies, where 757 and 365 of 1,122 sequences
are used for training and testing, respectively. The three peak
frames from each sequence of the original validation dataset

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on July 01,2021 at 12:39:55 UTC from IEEE Xplore.  Restrictions apply. 



1051-8215 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2021.3063052, IEEE
Transactions on Circuits and Systems for Video Technology

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY 7

TABLE I
THE PARAMETER SETTING OF THE PROPOSED ALGORITHM.

Parameter Name Value Parameter Name Value
λC in Eq. (12) 0.1 λt in Eq. (12) 1e-5
Learning rate 1e-2 Batch size 64
τp in Eq. (11) 0.025 τn in Eq. (11) 0.05
κ in Eq. (6) π/3 β in Eq. (7) 1.5

are selected as the testing dataset.
The CK+ database [40] consists of 593 expression se-

quences from 123 subjects, which are labeled with the six
typical expressions and contempt (Co). For our testing, the
‘contempt’ expression is not considered, the three peak and
neutral frames from each of the remaining 415 expression
sequences, from 106 person identities were selected as the
testing dataset.

The AffectNet [41] database contains about 420,300 manu-
ally annotated facial expression images, i.e. 28,7651 training
samples and 4,000 validation samples with neutral, contempt
and the six typical expressions. For our testing, the ‘contempt’
expression is not employed. Since the original testing dataset is
not made public, the original validation set is used for testing,
while the similar division as the study [41] is performed on the
original training dataset to generate our training and validation
datasets, with 283,901 and 3,500 samples, respectively.

The Oulu-CASIA NIR&VIS expression database [42] con-
tains videos of 80 subjects, which are captured with two imag-
ing systems,NIR (Near Infrared) andVIS(Visible light), under
three different illumination conditions, i.e. normal (Strong)
indoor illumination, weak illumination and dark illumination.
Each face sequence presents one of the six typical expressions,
where the three peak expressions of the database ofVIS or
Strong are used. A simple augmentation with 16 different
crops for each face is conducted to generate 23,040 images.

The MMI database [30] includes 31 person identities with
ages vary from 19 to 62, which is either a European, Asian, or
South American. The faces present the six typical expressions.
The peak frames with the top three deform intensities in each
of 205 expression sequences are employed for testing, and
the selected faces are further augmented to generate 15,675
images.

The BU-3DFE database [43] consists of 2,500 pairs of 3D
face models and texture images from 100 subjects, i.e. 56
female and 44 male. Each subject displayed one of the six
typical expressions with four intensity levels. Following the
test protocol in [44], only the texture images with the top two
deform intensities were selected for the testing.

For the recognition of each testing sample, majority vot-
ing based on the probabilities of augmented face regions is

Fig. 7. Example images of the seven public datasets, i.e. FER2013, AFEW,
CK+, AffectNet, Oulu-CASIA, MMI and BU-3DFE.

employed. For the following experiments, the same strategy
as the state of the arts, i.e. the person-independent strategy
with multiple-fold cross validation, is employed for testing
and comparison.

B. Algorithm Analysis

To evaluate the overall performance, the confusion matrix of
the proposed algorithm for the FER2013 database is presented
in Fig. 8(b), while the confusion matrices of the other six
databases are presented in Fig. 9. The confusion recognition
rates in Figs. 8(b) and 9 show that the expressions ‘angry’,
‘disgust’, ‘fear’ and ‘sad’ are relatively more difficult than
the other three expressions, and are easier to be confused
with each other due to the smaller differences. Meanwhile, the
confusion accuracies among different expression pairs present
strong inconsistency.

To study the usefulness of the proposed class-pair margin-
s for inconsistent performances among different expression
pairs, Fig. 8 also presents the confusion matrices with and
without the proposed class-pair margins. Fig. 8 shows that
the improvement with the class-pair margins for difficult
classes is more significant than that for relatively easy classes,
i.e. the improvement for the ‘Fear’ expression is about 4%,
which is almost 4 times the improvement for the ‘Happy’
expression. Thus, the class-pair margins are more beneficial
for the expression classes with finer deform intensity.

To study the correlation between the confusion probabilities
and the adjusted margins, Figs. 8(b) and 8(c) further present
the confusion probabilities and the updated pairwise margins.
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(d)(a) (b) (c)

Fig. 8. The confusion matrices without (a) and with (b) the proposed class-pair margins, the values of the adjusted pairwise margins (c) for the FER2013
database and their evolution curves (d). The top 15 smallest and largest nonzero margins are marked with blue and red colors, respectively. The evolution
curves of six pairwise margins, i.e.αNe,An, αNe,Di , αNe,Fe, αNe,Ha, αNe,Sa and αNe,Su, are visualized.

Fig. 9. The confusion matrices of the AFEW (a), CK+ (b), AffectNet (c), Oulu-CASIA (d), MMI (e) and BU-3DFE (f) databases.

While the mean margins of the top 15 smallest (blue) and
largest (red) nonzero margins are 0.66 and 1.53, the mean
confusion probabilities corresponding to the small and large
nonzero margins are 3.93% and 5.07% for the FER2013
database. Larger confusion probability of a class pair implies
the finer difference scale. In this case, a larger margin is
consequently more beneficial since more triplets can be se-
lected in the training to boost the discriminative ability for
this class pair. The large variance among the pairwise margins
corresponding to all the expression pairs also illustrates the
usefulness of the class-pair margin strategy.

The evolution curves of six class-pair margins, i.e.αNe,An,

αNe,Di , αNe,Fe, αNe,Ha, αNe,Sa andαNe,Su for FER2013 dataset
are visualized in Fig. 8(d). Fig. 8(d) shows that the margins
can gradually evolve to the corresponding values in Fig. 8(c).

To study the outliers detected for the proposed triplet loss,
the largely posed and occluded faces detected for the FER2013
database are demonstrated in Fig. 10. The figure shows that
largely posed and occluded faces are properly detected by the
introduced face-pose regressor and multi-task CNN.

Fig. 11 further demonstrates six example outliers before
(the 2nd row) and after (the 3rd row) the removal of largely
posed and occluded expressions. As shown in Figs. 11(a)-
11(c), the largely posed and occluded expression images can
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Fig. 10. The posed (the 1st row) and occluded (the 2nd row) faces detected
with face-pose regressor and multi-task CNN for the FER2013 database.
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Fig. 11. Largely posed and occluded faces ((a)-(c)) and confusing outliers
((d)-(f)) that lie in the non-rejection and rejection regions during positive
sample selection.

lie on the acceptance region of the feature distance distribution,
and correctly recognized as ‘happy’, ‘sad’ and ‘surprise’ with
large probabilities. However, these outliers may misguide the
network to correlate the expression features with the pose and
occlusion, and decrease the generalization ability on the frontal
and un-occluded faces. Thus, the exclusion of the largely posed
and occluded faces is beneficial for the triplet loss learning.

The last row of Fig. 11 presents three example outliers
detected with feature distance distribution during positive
sample selection, whose anchor-positive distances lie in the
rejection region of the normal sample hypothesis. One can
observe that the expressions labeled with ‘angry’, ‘fear’ and
‘neutral’ in Figs. 11(d)-11(f) can be easily confused with
‘surprise’, ‘sad’ and ‘sad’, respectively. Thus, the exclusion of
these confusing expressions from the triplet loss can reduce
misguidance during network training and help the network to
generalize well to normal expressions.

TABLE II
THE PERFORMANCES(%) WITH DIFFERENT TRIPLET LOSS SETTINGS FOR

THE SEVEN DATABASES. ‘BASIC SETTING’ DENOTES THE COMBINATION
OF THE SOFTMAX, CENTER LOSSES AND THE FEATURE NORMALIZATION;

‘T RI1’ OR ‘T RI15’ DENOTES THE SETTING OF1 OR 15 MARGINS;
‘RANDTRI’, ‘H ARDTRI’, ‘D ISSUPTRI’, ‘P OSSUPTRI’, ‘O CCSUPTRI’
AND ‘A LL SUPTRI’ DENOTE THE SELECTION STRATEGIES OF RANDOM,
THE HARDEST, THE OUTLIER-SUPPRESSED TRIPLETS ACCORDING TO

FEATURE DISTRIBUTION, POSE, OCCLUSION AND THEIR COMBINATION,
RESPECTIVELY. ALL THE ALGORITHM SETTINGS EXCEPT‘B ASE LINE’

INCLUDE ‘B ASIC SETTING’.

Database Algorithm Description
Recognition
rates (%)

FER2013

Softmax Only 68.91
Basic setting 71.66

Tri1 + RandTri 71.80
Tri1 + HardTri 71.41
Tri21 + HardTri 72.14
Tri42 + HardTri 71.83
Tri1 + DisSupTri 71.86
Tri21 + DisSupTri 72.64
Tri42 + DisSupTri 72.22

Tri21 + DisSupTri + OccSupTri 73.28
Tri21 + DisSupTri + PosSupTri 73.78

Tri21 + AllSupTri 73.56
Tri42 + AllSupTri 73.27

AFEW

Softmax Only 41.64
Basic setting 42.19

Tri1 + RandTri 40.82
Tri21 + HardTri 43.01
Tri42 + HardTri 44.12

Tri21 + DisSupTri + OccSupTri 43.01
Tri21 + DisSupTri + PosSupTri 44.93

Tri21 + AllSupTri 46.30
Tri42 + AllSupTri 46.84

CK+

Softmax Only 95.17
Basic setting 95.87

Tri1 + RandTri 96.21
Tri21 + HardTri 96.64
Tri42 + HardTri 96.48

Tri21 + DisSupTri 97.61
Tri42 + DisSupTri 97.13

AffectNet

Softmax Only 58.03
Basic setting 58.63

Tri1 + RandTri 59.74
Tri21 + HardTri 59.50
Tri42 + HardTri 59.8

Tri21 + DisSupTri 60.12
Tri42 + DisSupTri 59.92

Oulu-CASIA

Softmax Only 84.79
Basic setting 85.90

Tri1 + RandTri 85.97
Tri15 + HardTri 86.04
Tri30 + HardTri 87.13

Tri15 + DisSupTri 87.29
Tri30 + DisSupTri 87.94

MMI

Softmax Only 75.12
Basic setting 76.10

Tri1 + RandTri 76.10
Tri15 + HardTri 76.59
Tri30 + HardTri 77.07

Tri15 + DisSupTri 78.05
Tri30 + DisSupTri 78.53

BU-3DFE

Softmax Only 80.91
Basic setting 82.33

Tri1 + RandTri 82.15
Tri15 + HardTri 83.16
Tri30 + HardTri 83.74

Tri15 + DisSupTri 84.50
Tri30 + DisSupTri 84.41
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C. Ablation Study of the Proposed Triplet Loss

To test the performance of the proposed triplet loss, the
ResNet network is trained with different loss strategies, i.e.
the class-pair margins, different outlier suppressions and their
combinations, then their performances on the seven databases
are presented in Table II.

In Table II, the performance with the softmax loss is listed
as the benchmark, while the setting with the combination of
the softmax, center losses and the feature normalization is used
as the basic training setting. To compare the performances of
the proposed loss with other variants of the triplet loss, the
combination ofTri1 andRandTriis used as the original triplet
loss. Table II shows that both class-pair margins and outlier-
suppressed hard triplet selection improve the performance of
the original triplet loss on all of the seven databases.

For the FER2013 database, while the proposed loss achieves
an improvement of 0.84% over the original loss (the 3rd and
8th rows), the proposed loss with 21 margins achieves an
improvement of 0.78% over the variant with single margin
(the 7th and 8th rows), which justifies the effectiveness of the
class-pair margins. Meanwhile, benefited from the exclusion
of abnormal samples with feature distance distribution, the
proposed loss achieves an improvement of 0.5% over the
variant with the hardest triplet selection (the 5th and 8th rows).
When the detection of largely posed faces is embedded, the
proposed triplet loss achieves the best performance of 73.78%,
i.e. 4.87% above the baseline, and about 2.12% over the
basic loss setting. Similar improvements by the triplet loss
with #class(#class−1)/2 margins over the Softmax-only loss
and the basic setting are also observed for AFEW, where
improvements of 4.66% and 4.11% are achieved. Meanwhile,
the triplet loss with #class(#class− 1) margins achieves an
improvement of 0.54% over the loss with #class(#class−1)/2
margins.

For the other five databases with less posed and occluded
faces, the outlier suppression based on only feature dis-
tance distribution is employed, which achieves rather com-
petitive performances when #class(#class−1)/2 margins are
used. Meanwhile, improvements of 0.65% and 0.48% are
achieved by the setting of #class(#class− 1) over the set-
ting of #class(#class− 1)/2 margins for Oulu-CASIA and
MMI databases, respectively. Improvements of 2.44%, 2.09%,
3.15%, 3.41% and 3.59% over the softmax loss, and 1.74%,
1.49%, 2.04%, 2.43% and 2.17% over the best basic setting
are achieved for the CK+, AffectNet, Oulu-CASIA, MMI and
BU-3DFE databases, respectively.

D. Comparison with State of the Arts

To compare the performance of the proposed algorithm
with other algorithms, Table III lists the performances of the

TABLE III
COMPARISON OF DIFFERENT RELATED ALGORITHMS ON THE SEVEN

EXPRESSION DATABASES. ‘PROT.’ DENOTES THE EMPLOYED PROTOCOL
AND ITS VALUE ‘3’ DENOTES‘3-FOLD’. ‘D ATA .’, ‘SUB.’, ‘FER.’, ‘AF.’,
‘A.N.’, ‘O ULU .’ AND ‘BU.’ ARE THE ABBREVIATIONS OF ‘D ATABASE’,
‘SUBJECT’, ‘FER2013’, ‘AFEW’, ‘A FFECTNET’, ‘O ULU-CASIA’ AND

‘BU-3DFE’.

Data. Algorithm Sub. Prot.
Recog.

rate (%)

FER.

Deeper DNN [45] - - 66.4
DNN with SVM [46] - - 71.2
Multi-scale CNN [23] - - 72.82

Adaptive Feature Losses [38] - - 72.67
Ours (21 margins) - - 73.78

AF.

Multi-clue Fusion [47] - 3 44.46
Score-level Classifier Fusion [48] - 3 44.47

3D CNN [49] - - 39.69
Single CNN-RNN [49] - - 45.43

Ours (42 margins) - - 46.84

CK+

Deeper DNN [45] 106 5 93.2
Salient Facial Parts [50] - 10 94.09

DeRL [44] 118 10 97.30
Adaptive Feature Losses [38] 106 10 97.35

Ours (21 margins) 106 10 97.61

A.N.

PG-CNN [51] - - 55.33
gACNN [52] - - 58.78
IPA2LT [53] - - 57.31
RAN [54] - - 59.5

Ours (21 margins) - - 60.12

Oulu.

STM-Explet [55] 80 10 74.59
Atlases [56] 80 10 75.52

DTAGN-Joint [57] 80 10 81.46
DeRL [44] 80 10 88.0

Adaptive Feature Losses [38] 80 10 85.83
Augmentation with GAN [58] 80 10 88.25

Ours (30 margins) 80 10 87.94

MMI

STM-Explet [55] 205 10 75.12
DTAGN-Joint [57] - - 70.24

IACNN [59] 208 - 71.55
DeRL [44] 208 10 73.23

Augmentation with GAN [58] 208 10 81.13
Ours (30 margins) 205 10 78.53

BU.

Geometric Scattering [60] - - 84.80
Sample Order [61] 64 - 72.89

DeRL [44] 100 10 84.17
Ours (15 margins) 100 10 84.50

proposed approach and state-of-the-art algorithms on the seven
databases. For the FER2013 database, our algorithm achieved
as high as 73.78% accuracy, which is even 2.58% higher than
that of the challenge winner [46], i.e. 71.2%. It is worthwhile
that the algorithm [23] also employed the triplet loss for FER,
while our triplet loss achieves an improvement of 0.96% over
them [23]. For four of the employed seven databases, the
proposed algorithm achieved the best performances among the
algorithms for comparison, where improvements of 0.96%,
1.41%, 0.26% and 0.62%, are achieved for the FER2013,
AFEW, CK+ and AffectNet databases, respectively. The pro-
posed algorithm also ranks the second on the MMI and BU-
3DFE databases.
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Fig. 12. The average of the feature maps generated by the baseline and the proposed algorithm.
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Fig. 13. The 25th feature map generated by the baseline and theproposed algorithm.

For the AFEW database, although only the peak frames
are used (the algorithms [48], [49] employed the sequential
expression video), the proposed algorithm achieves the best
performance, i.e. 46.84%, among five state of the arts.

For the AffectNet database, the proposed algorithm achieved
better performance, i.e. 60.12%, than the occlusion-aware
methods [51], [52], the latent truth discovering method [53]
and region attention network [54], i.e. an improvement of
0.62% is achieved.

For the Oulu-CASIA database, the proposed algorithm
achieves a rather competitive performance, i.e. 87.94%, com-
pared with the performance (88.0%) achieved by de-expression
residual learning [44]. Though the proposed triplet loss is
constructed with only the FC layers, rather than multiple
intermediate layers in the study [44], our algorithm achieves
better performances for the CK+ and MMI databases, and
significantly better performance for the BU-3DFE database.

For the MMI database, the proposed algorithm ranks the
2nd, i.e. 78.53% among six state-of-the-art approaches. While
the proposed algorithm employed single network, the runtime

cost of the additional construction of the proposed triplet loss
is marginal. Compared with the approach [58] that achieves the
best performance on MMI, i.e. 81.13%, the proposed algorithm
does not require an additional GAN training during hard triplet
generation.

For the BU-3DFE database, the proposed algorithm
achieved a competitive performance, i.e. 84.50%, compared
with the best performance, i.e. 84.80%, of geometric scattering
representation [60]. While the study [60] used the 3D data for
the recognition, our algorithm only employed 2D images.

Though our proposed triplet loss does not achieve the best
performances for all of the databases, it balances the perfor-
mances for these databases and yields competitive accuracies,
compared with the best performances.

E. Visualization of the Feature Maps

In order to explore the work mechanism of the proposed al-
gorithm, feature maps from the outputs of the second residual
block are visualized. Figs. 12 and Fig. 13 present the original
image, and the feature maps after the training with ‘Softmax
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Only’ (baseline) and ‘Tri21 + DisSupTri’ (ours), correspond-
ing to the average and 25th feature maps, respectively.

Compared with the baseline, Figs. 12(a)-(d) show that
expression insensitive regions, such as the hair and background
of the non-face region in Figs. 12(a)-(d) and the cheek and
forehead of the face region in Figs. 12(b)-(d), are better
suppressed by the proposed algorithm. Fig. 13 shows that the
feature maps generated with the proposed algorithm display
larger responses on the expression sensitive regions, such as
the eyes and lips in Figs. 13(a)-(c), while smaller responses
on the occlusion region in Fig. 13(d).

Thus, benefit from the suppression of outlier samples during
training, the proposed algorithm is able to de-activate the ex-
pression insensitive regions, highlight the expression sensitive
regions, and help to improve the generalization performance
of FER.

F. Cross-database Experiments

To study the generalization performance of the proposed
algorithm, cross-database experiment is performed among
six databases, i.e. FER2013, CK+, Oulu-CASIA, MMI, BU-
3DFE and AFEW. Instead of conducting all the cross-database
experiments, the training datasets with the top two competitive
performances for each testing dataset are used for the evalu-
ation and comparison. The results of the proposed algorithm,
together with that of the sparse feature loss [62] are presented
in Table IV.

Table IV shows that the proposed algorithm outperforms
the sparse feature loss [62] in most cases, where the proposed
algorithm achieves improvements of 1.99% or 2.25% over
sparse feature loss [62] for FER2013 when CK+ or MMI
is used for training. When MMI and Oulu-CASIA are used
for training and testing, the proposed algorithm achieves an
improvement of 14.37% over the sparse feature loss [62].
By suppressing outlier samples during training, the proposed
algorithm is able to reduce the abnormal features, which can
consequently improve its cross-database performances of the
learned features.

G. Computational Efficiency

To study the runtime cost of the proposed algorithm, the-
oretical analysis and actual runtime costs of network training
with the baseline and the proposed algorithm on the AFEW6.0
dataset, are presented in Table V. The comparison related
with network testing is not considered since the same network
architecture is used for inference and the detection of outlier
occlusion and pose is not demanded. For the comparison, the
online training and offline processing are studied separately.

For deep network training, the floating point operations
(FLOPs) related with the convolution blocks isTconv ∼

O(∑dconv
l=1 n2

map,l ·n2
ker,l ·ncha,l−1 ·ncha,l), wheredconv is the num-

ber of convolution layers,nmap,l , nker,l and ncha,l are the
feature map size, the kernel size and the channel number
in the l -th layer. While the time complexities for the layers
of pooling, ReLU, batch normalization and FC layer are
negligible compared with that of the convolution layers.

Table V shows that the theoretical runtime costs of the
baseline and the proposed algorithms are about the same.
While the actual runtime cost of the proposed algorithm
exceeds that of the baseline due to the CPU executions of
margin updating and hard triplet selection, they can be speeded
up in GPU for real application. Table V also shows that the
theoretical and actual runtime costs of offline computation, i.e.
the detection of largely occluded and posed faces, are almost
negligible compared with the online training, as the offline
operations run for only one epoch.

TABLE V
THEORETICAL AND ACTUAL RUNTIME COSTS OF THE BASELINE AND THE

PROPOSED METHOD. THE ACTUAL RUNTIME IS EVALUATED ON THE
AFEW6.0DATASET.

Runtime Cost
Baseline
(Softmax

Only, Online)

Ours
(the Proposed
Loss, Online)

Ours (Occlusion
Outlier and Pose

Selection, Offline)
Theoretical

Runtime
Cost (FLOPs)

1.7047×109 1.7047×109

+ 0.2457×106 1.2185×107

Actual
Runtime
Cost in

Seconds (s)

155 s/epoch
× 120 epochs

261 s/epoch
× 120 epochs

576 s/epoch
× 1 epoch

IV. CONCLUSIONS AND FUTURE WORKS

To take into account the deform intensity inconsistency
among expression pairs and the outliers that potentially impair
the network generalization performance for facial expression
recognition (FER), this work proposed a triplet loss based on
class-pair margins and multistage outlier suppression. To ad-
dress the class-pair inconsistency, class order information and
self-adaptive model are used in the construction and renewal of
the class-pair margins. To reduce the misguidance introduced
by abnormal hard triplets, the training samples are screened
based on multi-stage detections of outliers, i.e. largely posed,
occluded expressions or faces with abnormal offset from the
mean feature presentation. Extensive experiments on seven
public databases, including ablation study, comparison with
the state of the arts, feature map visualization, cross-database
evaluation and computational efficiency analysis, show that
the network with the proposed triplet loss achieved better
performance than that without the proposed pairwise margins
and outlier-suppression strategies. Compared with state-of-the-
art approaches, competitive and balanced performances have
been observed.
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TABLE IV
CROSS-DATABASE PERFORMANCES(%) ON SIX DATABASES. THE DATABASE IN THE BRACKET IS USED FOR TRAINING.

Methods FER2013 CK+ Oulu-CASIA MMI BU-3DFE AFEW

Sparse Feature Loss [62] 39.72 (CK+)
60.19 (MMI)

77.02 (MMI)
84.47 (Oulu-CASIA)

42.08 (CK+)
50.83 (MMI)

60.0 (CK+)
61.46 (Oulu-CASIA) - -

Ours
41.71 (CK+)
62.44 (MMI)

76.05 (MMI)
82.42 (Oulu-CASIA)

61.25(CK+)
65.20 (MMI)

62.68(CK+)
58.53 (Oulu-CASIA) 62.10 (CK+) 44.9 (FER)

However, improvements or future works still require further
exploration. First, the region for hard expression selection can
be roughly reduced with a pre-trained model to reduce the time
complexity of hard triplet selection. Second, several additional
hyper-parameters are introduced in equations (4) and (6),
whose best settings, sensitivity analysis and the self-adaptive
model can be further explored. Third, the class-pair margin
should be extended to group-pair margin for recognition tasks
with a larger number of categories, where each group shall
include multiple classes. Fourth, the complementarity between
the proposed algorithm and the algorithms that achieve better
performances on the considered databases, e.g. [25], [58]
and [54], needs further exploitation. Lastly, the proposed
algorithm is general, which can be used for more recognition
or verification tasks.

V. A PPENDIX

Lemma 1. [37] Given the surface of an n-dimensional hy-
persphere (n> 3) with the radius ofγ, we use d to denote the
Euclidean distance between any two points randomly sampled
from the surface. The random variable d obeys the normal
distribution with mean〈d〉 and varianceσ2

d as follows
{

〈d〉= γ
√

2(1− 1
8n +O( 1

n2 )),

σ2
d = γ2( 1

2n +
7

16n2 +O( 1
n3 )).

(15)
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