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A Novel Transient Wrinkle Detection Algorithm
and Its Application for Expression Synthesis

Weicheng Xie, Linlin Shen*, Jianmin Jiang

Abstract—Because facial wrinkle is a representative feature of
facial expression, automatic wrinkle detection has been animpor-
tant and challenging topic for expression simulation, recognition
and animation. Recently, most works about wrinkle detection
have focused on permanent wrinkles (e.g., age wrinkles), which
are usually linear shapes, whereas the detection of transient wrin-
kles (e.g., expression wrinkles) has not been sufficiently studied
because of their shape diversity and complexity. In this work, a
novel algorithm for automatic detection of transient wrinkles with
linear, fixed and chaotic shapes is proposed, that largely consists
of edge pair matching, active appearance model (AAM)-based
wrinkle structure location and support vector machine (SVM)-
based wrinkle classification. The proposed wrinkle detector
is applied for expression synthesis and an improved Poisson
wrinkle mapping approach is proposed. Experimental results
illustrate the competitiveness of the proposed wrinkle detector
in detecting different transient wrinkles. Compared with state-
of-the-art algorithms, the proposed approach yields complete
and accurate wrinkle centers. The expression synthesized by the
improved wrinkle mapping is also much more realistic.

Index Terms—Transient Wrinkle, Edge Detection, Wrinkle
Structure, Expression Synthesis.

I. I NTRODUCTION

CURRENTLY, with the development of research on facial
expression, the features of face expression have gained

increasing attention for related applications. The wrinkle is
the most prominent and representative feature; its research and
applications have been topics of high interest.

Jain and Park [1] employed face marks including wrinkles
for face identification, and more applications rely on age esti-
mation, skin texture classification [2], expression recognition
[3] and simulation [4], [5]. The location of wrinkle positions
is critical for applications such as facial digital beauty [6], [7],
in which the positions of wrinkle lines and regions must be
detected before they are removed or trimmed. Related wrinkle
detection can also be applied to retinal vessel detection [8]. For
the application of transient wrinkle detection, it is productive
to refer to 2D expression synthesis [9], [10], [11] and 3D
expression simulation [12], [13]. However, wrinkle regions
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continue to be manually located in these works, which might
largely restrict their applicability. In the application of facial
expression recognition [14], [15], [16], [17], because transient
wrinkles are the representative and accompanying featuresof
the expression, they are frequently employed as features for
recognition. However, these location algorithms are limited to
some simple wrinkles, and they are not sufficiently accurateor
general. To improve the efficiency of these algorithms, wrinkle
detection should be automatic and general.

For the analysis of the wrinkles, we roughly divide the
wrinkles into two categories, permanent and transient wrinkles.
Permanent wrinkles are usually located on the faces of the
aged person, whereas transient wrinkles appear in a relatively
wide region when the expression is generated, such as in the
cheek region. Thus, the detection of transient wrinkles is more
complicated and challenging.

Concerning the detection of permanent wrinkles with linear
shape, Ng et al. [18], [19] applied a hybrid Hessian filter to
locate the whole wrinkle line directly rather than the wrinkle
edges or centerlines. Forehead wrinkles were detected by
growing and stitching wrinkle centerline segments extracted
from filtered images of the maximum Gabor response with
different thresholds [20]. An active contour algorithm with
snakelet was employed to detect thin age wrinkles [21].
However, randomness and sensitivity to the initial location of
snakelets largely restricted this algorithm’s efficiency.Wrin-
kles were detected by convolving the normalized image with
finely tuned Gabor filters in the dominant directions [22]. This
algorithm works for a distinctly thin wrinkle whose boundary
edge can be properly detected. However, the approach is not
efficient for blurry transient wrinkles, whose boundary edges
might not be detected properly by the edge detectors. Batool
and Chellappa [23] proposed to detect age wrinkles by marked
point processes, and the reversible jump Markov chain Monte
Carlo algorithm was used to locate the initial positions of
wrinkles.

Because permanent wrinkles are often relatively simple with
distinct shapes, detection algorithms aiming at this type of
wrinkle might not be useful for transient wrinkles with variant
and blurry shapes.

Considering transient wrinkle detection, the active shape
model (ASM) was employed to train and locate 81 feature
points including several points in the nasolabial region [16].
Furthermore, the wrinkles in some pre-extracted fixed regions
were detected by geometry features such as the mean curvature
change. Yin and Basu [24] selected several relatively fixed
regions with low texture correlation to the corresponding
region of the initial frame as the active wrinkle region for
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expression transition. Although these algorithms can provide
a quantitative score indicating whether the candidate region
is an active wrinkle using geometry deformation or texture
correlation degree, they cannot accurately locate the positions
of the transient wrinkles in these regions. Huang et al. [17]
located feature points on relatively fixed positions such asthe
nasolabial field for active wavelet network (AWN) training;
however, such a location is inapplicable to wrinkles near
the corner of the mouth. Azazi et al. [14] used a genetic
algorithm to detect transient wrinkle features in the expression-
sensitive regions, in which the population-based evolutionary
algorithm is not efficient. Tian et al. [25] used the ratio
between the numbers of edge pixels in the wrinkle areas of
the current frame and the first frame to judge whether there
were wrinkles in the considered region. This algorithm can
only locate wrinkles in pre-extracted regions by approximating
to two lines. For wrinkle detection by edge detection and
matching, Popa et al. [26] proposed an approach to edge
pair construction for wrinkles on garments, in which the
wrinkle lines were extracted by some trimming procedures;
then, the pairs of wrinkles were determined. However, the
wrinkles to be detected had to be regular, i.e., the line pairs
with linear shape shared similar tangent directions, which
made this method not applicable for irregular wrinkles. The
wrinkle regions were located in [6] by texture orientation field,
incorporating Markov random field modeling. An expectation-
maximization algorithm was employed to classify skin versus
skin wrinkles/imperfections, which only locates the rangeof
the wrinkles; accurate positions and shapes are not provided.
Chen et al. [27] obtained 3D expression wrinkles with patch-
based regression of a high-fidelity expression feature database.
Gabor wavelet [28] and maximum Gabor response [20] had
also been used to detect transient wrinkle features and edge
pixels. Although these algorithms are applicable to transient
wrinkles with a distinct boundary, they do not work for
wrinkles with a blurry border.

Current algorithms leave much room for further improve-
ment and are summarized according to three characteristics.
First, current wrinkle detectors rely on a distinct boundary
texture of the wrinkle region. Second, the geometry defor-
mation and texture information around the wrinkle lines are
not fully utilized. Finally, current quantitative metricsare not
sufficiently complete or effective to discriminate wrinklefrom
non-wrinkle regions.

To make wrinkle detection more effective and general, this
work divides transient wrinkles into linear, fixed and chaotic
shapes. Aiming at all types of wrinkles, a novel and general
algorithm for automatic detection of transient wrinkles is
proposed, which is useful not only for permanent wrinkles
with linear shape but also for transient wrinkles with various
shapes and randomly distributed positions. Furthermore, an
improved wrinkle mapping form is proposed and applied to
expression synthesis. A sketch map of this work is presented
in Fig. 1.

The main contribution of this work is summarized as follows
• An effective and general algorithm for transient wrinkle

location is proposed;
• Complete quantitative metrics of transient wrinkle struc-

ture are formulated for wrinkle discrimination;
• An efficient form of wrinkle mapping is proposed for

expression synthesis.
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Fig. 1. Overview of the work. From (b) to (c), transient wrinkle regions
are detected, which are mapped onto the deformed face (e) to synthesize the
target expression face (f). From (a) to (b), geometry deformation is learned
and applied onto the target neutral face (d) to obtain the deformed face (e).

This paper is structured into the following sections. The
proposed wrinkle detection algorithm and its application on
expression synthesis are demonstrated in Section II. Then,
the experimental results and the corresponding illustrations
are demonstrated in Section III. Finally, the conclusion and
discussions are presented in Section IV.

II. T HE PROPOSEDALGORITHM

A. Framework of Algorithm

As illustrated in Fig. 1, this paper is divided into two parts:
the algorithm for transient wrinkle detection and its application
in expression synthesis. The procedure for detecting transient
wrinkles is demonstrated in Fig. 2.

The proposed detector largely consists of three steps. First,
the Canny edge detector is applied to the input face, and
pairs of continuous wrinkle edges are detected. Second, an
active appearance model (AAM) is employed to find all of
the candidate wrinkle lines, in which wrinkle structure around
each wrinkle is constructed and adjusted. Finally, quantitative
metrics are defined and used for SVM classification to discrim-
inate wrinkle regions from non-wrinkle regions. These steps
are summarized in Fig. 2 and will be introduced separately in
the following three sections.

B. Wrinkle Edge Detection and Pair Matching

Edge detection and pair matching are the first step applied
for wrinkles with linear and chaotic shapes. Forehead and chin
regions are initially extracted; then, the Canny edge detector
with Gaussian filter [29] is employed to find the edge pixels
in the considered region. Based on the detected edges, the
procedure of continuous edge line detection and matching
consists of the following steps:

• Extract the pixels with only one adjacent edge pixel, and
find the continuous wrinkle edges starting from the pixel
by depth first search (DFS);

• Abandon some short and distorted lines with length less
thanCritLen= 10 and cumulative rotation angle greater
thanCritAng= π ; then, divide the line into several parts
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Fig. 2. The framework of transient wrinkle detection. Categories of linear, fixed and chaotic wrinkles are demonstratedin the 1st column, the main steps of
the algorithm are presented in the 2nd-4th columns, and the final detected wrinkles are shown in the last column.

at the position where the rotation angle is greater than a
critical level ofCritAng;

• Determine all of the candidate line pairs with small
distance.

Figs. 3(a) and (b) present the wrinkle pixels detected by the
Canny edge detector and continuous wrinkle edges searched
by DFS on a forehead.

For both thick and thin wrinkles, the wrinkle centerline can
lie in either the intersection region of a pair of edges or on
a wrinkle edge. Thus, to decrease the possibility of missing
detection, two types of regions are considered candidates for
wrinkle detection:

• The intersection region between the pair of detected
wrinkle edges;

• The region with single wrinkle edge as the center.

For the former case, the most challenging problem is to
determine which two wrinkle edges are a pair. In this work,
wrinkle lines with the preceding three least distances between
each considered line are chosen for AAM wrinkle location and
SVM discrimination, in which the distance between each pair
of edgesl1, l2 is defined as







































D(l1, l2) =
1
2(StDist+TrDist),

StDist= MIN(D(l (1)1 , l2),D(l (1)2 , l1)),

StP= argmin(i, j)(D(l (1)1 , l ( j)
2 ),D(l (1)2 , l (i)1 )),

TrDist = MIN(D(l (n1)
1 , l2),D(l (n2)

2 , l1)),

TrP= argmin(i, j)(D(l (n1)
1 , l ( j)

2 ),D(l (n2)
2 , l (i)1 )),

D(P, l) = MINi(||P− l (i)||2).

(1)

where the wrinkle edgesl1, l2 have been adjusted to be the
same direction,l (i) is the ith integer point on edgel , and
l (n1)
1 , l (n2)

2 are the terminating points of wrinkle edgesl1, l2,
respectively.StDist (or TrDist) is the minimum distance
between the starting (or terminating) points and wrinkle edges,
and StP= (StP1,StP2),TrP = (TrP1,TrP2) record thex− y

positions onl1, l2 where the minimum distancesStDist,TrDist
are achieved, respectively.
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Fig. 3. Illustration of wrinkle edge pair matching. The edgepixels detected
by the Canny detector are presented in (a). The continuous lines found after
DFS and some trimming operators are demonstrated in (b), in which red
circles record the starting pixels. The green lines in (c) and (d) denote two
example edge pairs enclosing a wrinkle and non-wrinkle regions, respectively.

To remove the short line segments, the wrinkle pairs with
intersection region length less thanCritLen= 10 are aban-
doned. For regions with minor wrinkles, the critical length
CritLen= 10 should be decreased. The green lines in Fig.
3(c) are a pair of intersection wrinkle parts enclosed by the
line segments(l (StP1)

1 , l (TrP1)
1 ) and (l (StP2)

2 , l (TrP2)
2 ), which are

used for further wrinkle centerline location and discrimination.
The green wrinkles in Fig. 3(d) are another candidate pair
of wrinkle edges in which no wrinkle exists in the enclosed
region.

For the region centered around a single line, two virtual
wrinkle edges are generated in the normal direction of the
considered line, whose closed regions are chosen for further
testing. With this approach, not only the regular wrinkle pairs
but also some irregular wrinkle regions are included; thus,the
possibility of missing detection can be decreased.

The wrinkle edge detector provides the candidate region
of wrinkle between each two edges, whereas the accurate
wrinkle center between them must be determined for further
wrinkle discrimination. Thus, AAM in the following section
is introduced to locate the wrinkle centerline.
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C. AAM-based Wrinkle Structure Location

Once the candidate wrinkle regions are located by edge de-
tection and matching, wrinkles with linear and fixed shapes are
further refined using the wrinkle structure, which is motivated
from the structure of facial feature points [30] and is defined as
a set of feature points with fixed sequence extracted from the
interior line and its exterior edge pair. Because the wrinkle
structures of different persons might appear quite different,
AAM is applied for such purpose. In this work, wrinkle
structure-based AAM was trained using face images with
different expressions. The wrinkles on the faces in the CK+
database [31] are manually located for AAM training. Figs.
4(a) and (b) show the wrinkles located for two example faces,
in which the lines record the positions of the wrinkle center.
The corresponding closed region denotes a region expanded
from the wrinkle center in the tangent and normal directions
with predetermined distance ratios.
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Fig. 4. Figures (a) and (b) are two example faces from wrinkledatabase.
The line segments are the centers of extracted wrinkle regions, the polygon
regions record the range of these lines. Figure (c) shows twofixed regions
for AAM training and learning. Regions labeled by blue triangles and green
circles are for locating left nasolabial and chin wrinkles,respectively.
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Fig. 5. Illustration of wrinkle structure adjustment. The points on the wrinkle
line {15 : 19} in (a) are reordered to make the entire shape be a wrinkle
structure in (b). The point sequence is adjusted from counter-clockwise in (b)
to clockwise in (c). These points are reordered to make the 1st and 7th points
in (c) be on the convex side of wrinkle structure in (d).

1) Forehead Wrinkle Structure:For the wrinkles on the
forehead region, each wrinkle structure contains 19 points
with 14 points on the outer boundary edges (wrinkle edges)
and 5 points on the wrinkle line, which are iso-parametrically
extracted from the corresponding B-spline interpolation curves
of the considered lines, such as the points labeled with red stars
in Fig. 6. To apply the AAM algorithm, the training sets of
feature points should share a similar shape under Procrustes
transformation; thus, the structure of the wrinkle should satisfy
the following conditions:

• The direction of the wrinkle line should be the same as
the first side of the wrinkle region;

• The sequence of all of the feature points should be in a
fixed order, i.e., clockwise or counter-clockwise;

• The 1st and 7th feature points should lie on the convex
side of the test shape.

Fig. 6. Illustration of non-wrinkle region generation. Pixel sequences labeled
with red stars, blue circles and green triangles are the wrinkle structures of
initial, upward and rightward translations.

To satisfy the first condition, we must only ensure that the
dot product of the mean directions of the wrinkle line and the
first side of the wrinkle structure (the preceding 7 points) is
positive.

Fig. 5 presents an example of adjustment from a set of
disordered points to the target sequence by reordering the point
sequence to clockwise (c) and the convex shape on the side
of the 1st and 7th points (d).

In Fig. 5, the wrinkle structure is set clockwise by u-
niforming the mean directions of points{P1, · · · ,P7} and
{P8, · · · ,P14}; i.e., we must only ensure that the rotation
directions at three corner pointsP7,P8,P14 satisfy

|[Pi −Pi−1,0;Pi+1−Pi,0;BaseDir]|< 0, i = {7,8,14} (2)

where | · | represents the determinant of a matrix, and
BaseDir= [0,0,1].

To make pointsP1,P7 lie on the convex side of the wrinkle
structure, we must only check the condition

D′(P1,P8P14)+D′(P7,P8P14)<D′(Pt
1,P8P14)+D′(Pt

7,P8P14).
(3)

wherePt
1 =

P1+P2
2 , Pt

7 =
P6+P7

2 , D′(·, ·) represents the distance
from a point to a line, rather than the distance to the line
segment defined in equation (1).

2) Fixed Shape Wrinkle Structure:Although the wrinkles in
the forehead region have linear shape, the shapes of wrinkles in
the nasolabial and chin regions are more variant, and the edges
of these wrinkles are blurry with the adjacent regions. Thus,
only finding the wrinkle edge pairs and locating the wrinkle
lines no longer works. However, each category of wrinkles in
these regions has a relatively fixed shape. For example, all of
the wrinkles in the nasolabial regions, shown as blue triangles
in Fig. 4(c), have a similar shape. The wrinkle is close to the
nose and mouth tip and has a small distance to the muscular
line linking the 6th and 29th points. This type of wrinkle is
defined as a fixed shape wrinkle.

Thus, for fixed shape wrinkles such as nasolabial wrinkles,
the wrinkle structures must be constructed to utilize the local
deformation for shape variance modeling. Table I lists the
wrinkle structures defined for different regions, including the
point sequences of outer boundary points and the features for
extracting the training wrinkles in these considered regions.
The numbers in Table I are the indices of the feature points
labeled in the CK+ database [31]. Fig. 4(c) presents two
example structures in the nasolabial and chin regions.

For a fixed wrinkle region, the initial wrinkle line approxi-
mating the center of the blurry wrinkle region must be located
for the AAM learning, which is approximated with inverse
Procrustes transformation of the mean positions of the training
database. Procrustes transformation is used to eliminate the
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TABLE I
THE POINT SEQUENCES OF SIX FIXED REGIONS AND THE CORRESPONDING FEATURES FOR EXTRACTING THE WRINKLES FROM WRINKLE DATABASE, IN

WHICH A : B AND B : −1 : A REPRESENTA,A+1, · · · ,B−1,B AND B,B−1, · · · ,A−1,A, RESPECTIVELY.

Region Label Region Name Point Sequence Features for Extracting the Wrinkles
R1 Nasal Root 22,23,43,31,40 Between two eyes, with small distance toP40P43.
R2 Left Pouch 2,37,42,41,40,31 Below and near the left eye, with small distance toP37P40.
R3 Right Pouch 16,46,47,48,43,31 Below and near the right eye, with small distance toP43P46.
R4 Left Cheek 2:8,59,60,49,50,51,31,30,29 Near the left mouth tip, with small distance toP29P6.
R5 Right Cheek 16:-1:10,57:-1:53,31:-1:29 Near the right mouth tip, with small distance toP29P12.
R6 Chin 6,7,11,12,55:60,49 Below the mouth, with small distance toP6P12 and relatively large length.

difference between shapes by affine transformation of scaling,
translation and rotation, which is defined as follows

TS= b ·S·T+C. (4)

whereb,T,C are the scaling, rotation matrix and translation
vectors; S,TS are the initial and the transformed shapes,
respectively.

For locating the initial wrinkle, the mean shapeS0 of all
of the training wrinkles under Procrustes transformation is
obtained; then, the estimated wrinkle positions are determined
as follows











OS= Ob·OS0 ·OT+OC,
IS= Ob· IS0 ·OT+W ·OC,

Wi, j =
1/di, j

∑
nO
k=11/dik

, i = 1, · · · ,nI , j = 1, · · · ,nO.
(5)

whereOb,OT,OC are the scaling, rotation matrix and transla-
tion vectors of the Procrustes transformation.OS0, IS0,nO,nI

record the feature points and the corresponding numbers on the
outer boundary and wrinkle line, respectively,OS is the input
fixed shape points,IS is the estimated points of the wrinkle
line, anddi, j is the distance from theith interior point on the
wrinkle line of S0 to the jth exterior point ofS0. To obtain
a better initial position, the initialized locationIS in equation
(5) is further locally adjusted such that the improved wrinkle
line initialization TSimp matches the darkest region in a local
region aroundIS. The local adjustment is presented as follows

TSimp = min
is∈ΩIS

∑
i

l isi . (6)

whereΩIS is a local testing region around shapeISconstructed
by translatingIS in its normal and tangent directions, andl isi

is the lighting intensity of theith pixel isi on trial line is.
3) AAM: After determining the candidate wrinkle regions,

accurate positions of wrinkles in these regions are locatedby
the AAM algorithm, which not only utilizes the deformation
information of the shape but also tracks the wrinkle edge from
the texture aspect.

AAM consists of shape and texture models [30],[32]. Before
the shape modeling of a new wrinkle, the Procrustes transfor-
mation is applied to eliminate the shape differences of the
training wrinkle structures under affine transformation. Then,
principle component analysis (PCA) is employed on the shape
variations to retain the principal information of identity, pose
and expression. For a new wrinkle structures with n feature
pointss= (x1,y1 · · · ,xn,yn)

T , the shape model is presented as

s= s0+Sp, p= ST(s− s0). (7)

whereS represents the eigenvectors of the shape database, and
s0 is the mean shape ofS.

For an input image textureI of the wrinkle structure,
wrap this texture to the mean shapes0 with a piecewise
warping modelW to obtain a shape-free texturêI , which is
further represented as the linear form of the principal texture
variations,

Î = A0+Ac,c= AT(I −A0). (8)

where A0,A represent the mean wrinkle texture and texture
database, respectively.

Considering the shape of the input wrinkle structure, the
feature points are obtained by minimizing theL2 error between
the input image and the modeled image using the relationship
between the shape and texture model. The simultaneous opti-
mization of model parametersp,c is demonstrated in [32] as
follows

min
p,c

||I(W(x, p))−A0−Ac||2. (9)

Tzimiropoulos and Pantic [30] proposed a fast form by opti-
mizing p,c separately and iteratively to speed the optimization
procedure. The proposed algorithm in this paper is based on
the optimization form of AAM in [30].

To decrease the time complexity of the AAM training, a
sub-database of wrinkle shapes similar to the input face shape
are initially extracted by a sparse representation, whoseL1

form is represented as follows

min
w

1
2
||s−Dw||22+λ ||w||1. (10)

where D is vectorization(x1,y1, · · · ,xn,yn) of the wrinkle
structures after Procrustes transformation,w is the sparse
representation coefficient corresponding to wrinkle structure
databaseD, s is the vectorization of the input shape, andλ is
the regularization parameter fixed as 1e−3 in this work after
several trials [33].

D. SVM-based Wrinkle Classification

When different types of wrinkles are located by AAM or
the edge matching described in the last section, they are input
to SVM in this paper for further verification.

1) Quantitative Wrinkle Measurement:Different from tex-
ture or geometric features with 3D Gabor [34], wavelets [35]
and curvature [36], the product of length and thickness was
used [22] to assess intuitively wrinkling intensity. In this paper,
we defined some novel quantitative metrics and used them
as wrinkling features for SVM classification. Although the
boundaries of wrinkle often show with relatively bright areas,



IEEE TRANSACTIONS ON MULTIMEDIA 6

the center of a wrinkle region is usually dark. We argue that
the darker the wrinkle region is, the deeper the wrinkles are
and the more significant deformation is implied [12].

The quantitative metrics defined in this paper are largely
based on the Y component of the YUV face images and
are listed as follows: the lighting standard variance (StdLV)
defined in equation (11), the mean lighting differenceLigDi f f
between the exterior and interior pixels of the wrinkle structure
defined in equation (12), the absolute biasLigBias between
two sides of the considered wrinkle line in normal direction
defined in equation (13), and the ratioLigContinu of the
lighting sum of central pixels on the wrinkle line divided by
the lighting sum of all of the pixels defined in equation (14).

The metric StdLV reflects the distribution range of the
lighting intensities; the larger the value is, the larger isthe
possibility of a wrinkle.

StdLV=

√

1
N

N

∑
i=1

(l i − µ)2,µ =
1
N

l i . (11)

where{l i, i = 1, · · · ,N} are the lighting intensities of pixels on
the wrinkle line.

Wrinkle lines often show up with dark lighting; thus, the
difference between the mean lighting values of pixels on the
outer boundary and the wrinkle line can reflect the degree of
wrinkling. From visual inspection, the larger theLigDi f f is,
the deeper the wrinkle is.

LigDi f f =
1

NO

NO

∑
i=1

l i −
1
NI

NI

∑
i=1

l i . (12)

whereNO,NI are the numbers of pixels on the exterior (P1P7

andP8P14) and interior (P15P19) lines of the wrinkle structure
in Fig. 5(d).

To quantify the symmetry of both sides of the wrinkle line,
the bias between the mean lighting values of pixels on both
sides of the wrinkle line in the normal direction is employed.
This metric is defined to abandon candidate wrinkle lines
distributing on the face part boundary such as the lower eye
boundary, in which the central line can be darker than the
adjacent region, whereas the lighting intensities on the two
sides of the boundary differ significantly.

LigBias= |
1

NUP

NUP

∑
i=1

l i −
1

NDOW N

NDOWN

∑
i=1

l i |. (13)

where NUP,NDOW N are the numbers of pixels on the two
exterior boundaries of the wrinkle line in the normal direction.

To describe the continuity of the wrinkle line, the ratio in
equation (14) is defined as the ratio between the lighting sums
of pixels on the central line segment and the whole wrinkle
line. This metric is used to remove the candidate wrinkle
regions enclosing the end parts of two adjacent wrinkles, and
the detected wrinkle line can show the feature that the end
pixels on the wrinkle line are darker than are the central pixels.

LigContinu= |
1

NCI

NCI

∑
i=1

l i −
1
NI

NI

∑
i=1

l i |. (14)

whereNCI is the number of pixels on the central part of the
wrinkle line.

Because the chaotic wrinkles are often relatively short,
small and with random shapes, it makes little sense to locate
the accurate positions of each wrinkle line. Thus, we only
determine whether there are chaotic wrinkles in the considered
region. For this type of wrinkle, we also define four metrics
to discriminate wrinkle regions from non-wrinkle regions.

First, to reduce the effect of the boundary of the considered
binary mask region, the erosion operator is performed to shrink
the binary mask region into a smaller region in which the disk
structure element is employed, and its size is set to be 5% of
the minimum of the length and width of the chin region.

To quantitatively analyze the chaotic wrinkles, the following
four metrics are defined and employed:

• The number of wrinkle edges;
• The information entropy of the lengths of the searched

wrinkle edges;
• The sum of the pixel lighting differences on both sides

of the wrinkle edges;
• The entropy of lighting differences with respect to (w.r.t.)

the wrinkles;
The first metric can depict the chaotic degree of the consid-

ered wrinkle region. The more chaotic the region is, the more
wrinkle fragments there are.

The second metric depicts the degree of inconformity of the
searched edge lengths. If the wrinkle region is regular, only
several wrinkles are long. However, for the chaotic region,the
lengths of the detected wrinkle edges should be more uniform.
Such a difference can be measured by information entropy
depicting the dispersion degree of a set of numbers, which is
formulated as follows

DISP(p) =−
n

∑
i=1

pi log(pi). (15)

To quantify the second metric,pi is set to be the ratioLenRi

as follows
LenRi =

LENi

∑n
j=1LENj

. (16)

whereLENi is the length of theith searched wrinkle edge,n
is the number of wrinkle edges.

The third term depicts the difference degree between the
lighting intensities of pixels in the exterior and interiorregions
of wrinkles, which is defined as follows

LigBiasS=
n

∑
i=1

LENi

∑
j=1

(MAX(lEXT
i, j , l INT

i, j )−MIN(lEXT
i, j , l INT

i, j )).

(17)
wherelEXT

i, j , l INT
i, j are the lighting intensities of pixels on both

sides of thejth pixel in the normal direction of theith wrinkle
line.

The fourth metric depicts the degree of dispersion of the
lighting difference in equation (17), which is defined by setting
pi in equation (15) toLigDispi as follows

LigDispi =
∑LENi

j=1 (MAX(lEXT
i, j , l INT

i, j )−MIN(lEXT
i, j , l INT

i, j ))

LigBiasS
.

(18)
The valueDISP(LigDisp) will be large when the lighting
differences are uniformly distributed on all of the wrinkle
edges.
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2) SVM Classification:After the quantitative metrics of
wrinkle regions are defined, SVM-based binary classification
in [37] is employed to distinguish genuine wrinkles from
false wrinkles. Although the quantitative metrics defined in
(11)-(14) are used as the four-dimensional feature vector for
wrinkles with linear and fixed shapes, the metrics defined in
(15)-(18) are used as the features for wrinkles with chaotic
shape. The default solverC−SVCwith RBF kernel (C = 1)
is employed.

For SVM training, the non-wrinkle regions should be gen-
erated. Concerning linear and fixed shape wrinkles, each two
wrinkles are a certain distance away from one another in the
normal direction of the wrinkle line. We generate the non-
wrinkle regions by moving the wrinkle regions in mean normal
and horizontal directions. Thus, the generated region can be
guaranteed to be non-wrinkle, and has the same shape and
similar illumination with the wrinkle region. Fig. 6 presents
two non-wrinkle regions in the normal and tangent directions
corresponding to the linear shape wrinkle labeled with red
stars. The number of non-wrinkle regions generated for SVM
training is 60 for linear shape wrinkles and equal to the number
of considered fixed shape regions for fixed shape wrinkles.

E. Application for Expression Synthesis

As shown in Fig. 1, the problem of expression synthesis is to
generate target expression faceFte by applying the deformation
and wrinkling texture, learned from the source neutral faceFsn

and source expression faceFse, to the target neutral faceFtn.
The extraction of texture features such as the transient wrin-

kles is a preliminary step of this problem. However, current
works [9], [11], [38] locate the transient wrinkle manually,
which restricts their efficiency and applicability. Moreover,
the algorithms of wrinkle mapping in these works are mostly
related to the expression ratio image (ERI) betweenFsn andFse

[9]. This mapping is sensitive to small pixel lighting intensities
on Fse. In this work, we propose to transfer the lighting
difference rather than the ratio for wrinkle mapping, which
is similar to 3D displacement mapping [13]. The coefficient
of the extent of lighting change is learned by linear regression.

The wrinkle mapping in this algorithm is based on region
mapping, which is an improved version of seamless cloning
[39] for general texture mapping.

|Np|Tp− ∑
q∈Np

Tq = ∑
q∈Np

(Sp−Sq). (19)

whereTp is the lighting intensity of thepth pixel on the target
face,Tq records the lighting of the adjacent pixels,Sp,Sq are
the lighting intensities of corresponding pixels on the source
face,Np = 4 is the number of adjacent pixels.

The texture mapping in equation (19) only maps the average
lighting difference around a considered pixel, whereas lighting
intensities around a pixel can vary significantly in a local
region. Thus, the mapped wrinkle might not be as distinct as
the source features. As shown in Fig. 7, the generated wrinkles
in Fig. 7(a) obtained by equation (19) are not as distinct as
the source wrinkles in Fig. 19(h).

Aiming at the application of expression synthesis, we im-
prove the mapping form in equation (19) in three aspects:

(a) (b)

Fig. 7. The comparison of generated wrinkles with the initial (a) and
improved (b) Poisson wrinkle mappings.

• Change the number of adjacent pixels from four to eight;
• Change the number of equations corresponding to each

pixel from one to eight;
• Learn the ratio coefficient of the lighting differences by

linear regression.
The improved form of wrinkle mapping is presented as

follows






















Tp−Tq = λr · (Sp−Sq), for q∈ Np,

λr = µr ·
CEtn
CEsn

,

whereµr = argminµ ∑i(r
(i)
n ·µ − r(i)e )2,

r(i)n =
CE

(i)
tn

CE(i)
sn
, r(i)e =

CE
(i)
te

CE(i)
se
.

(20)

where Np = 8, CEsn and CEtn are the changed extents of
lighting intensities of theith wrinkle region onFsn and Ftn,
respectively, which are approximated by the difference of the
95% largest and 5% largest lighting intensities of the wrinkle
region. CE(i)

sn ,CE(i)
se ,CE(i)

tn ,CE(i)
te are the changed extents of

pixel lighting intensities in boundary ring regions of theith
wrinkle mask onFsn,Fse,Ftn,Fte, respectively. The employed
variableλr is the lighting weight between source neutral and
target neutral faces of all of the wrinkle regions, and variables
r(i)n andr(i)e are the lighting ratios between the source and target
faces with respect to neutral and expression face boundary
regions, respectively. The lighting ratioµr of the entire wrinkle
region is approximated with ratior(i)e /r(i)n on the wrinkle region
boundary.

With this modification, the retained wrinkle features are
more distinct than those retained by the mean form in equation
(19). As illustrated in Fig. 7, the nasolabial wrinkles in Fig.
7(b) are more distinct than are those in Fig. 7(a).

To locate the facial shape and key feature points for corre-
spondence matching, 77 feature points including the forehead
points are located by ASM [40]; then, a triangulation mesh
is generated based on these feature points. A state-of-the-art
face deformation based on an elastic model [10] is adopted,
which was reported to be able to produce a shape more
similar to the target expression than does the face deformation
algorithm [41]. To obtain the teeth texture with mouth open,
the teeth region on the source expression faceFse is mapped
to the corresponding region on the target expression faceFte

with the proposed wrinkle mapping. The details of gray-scale
processing of color faces, triangulation generation, and pixel
correspondence are the same as in [9], [10], [11].

III. E XPERIMENTAL RESULTS

We perform the experiments on a PC with a 3.2GHZ core
processor and 4 GB RAM. To evaluate the detection error,
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the metric in [19] is adopted with slight modification. The
overall runtime (RT) is considered for the expression synthesis
application. A hybrid of MATLAB and C++ is employed to
make use of the advantage of MATLAB software at matrix
computation and the efficiency of C++ at loop iteration, in
which the mesh deformation and pixel-to-pixel mapping are
implemented in C++.

The performance of wrinkle detections of linear, fixed and
chaotic shapes are presented and compared with state-of-the-
art methods. Then, wrinkle location and the improved wrinkle
mapping are applied for expression synthesis.

A. Linear Wrinkle Detection

To test the performance of the proposed algorithm on linear
shape wrinkles, a database of 37 forehead regions is extracted
from the faces with different expressions in the CK+ database
(DCK) [31] for experiments.

To compare the effectiveness of the proposed algorithm with
state-of-the-art algorithms, the hybrid Hessian filter (HHF)-
based [19] and the Gabor feature (GaborWrink)-based [20]
wrinkle detectors are chosen for comparison. For the algorithm
HHF, parameters of the filter size for different scales of
wrinkles and area threshold for segmenting connected wrinkle
blocks are slightly adjusted for different types of wrinkles.
Based on the results obtained byGaborWrink, the detected
wrinkle line is segmented when the rotation angle is greater
than π , and wrinkle lines with an overlapping ratio with the
other wrinkle lines greater than 0.9 are abandoned.

The error metric, which is modified from the Jaccard
Similarity Index (JSI) adopted in [19], i.e., the overlapping
ratio between manual annotation and detected wrinkles, is
employed in the evaluation. The index remains labeled with
JSI and is defined as follows

JSI=
1
n

n

∑
i=1

MIN(
|Mi

⋂

ε Di |M
|Mi |

,
|Mi

⋂

ε Di |D
|Di |

). (21)

where n is the number of wrinkles in the forehead region,
two pixels with distance less thanε are deemed to be the
same under operator

⋂

ε , and | · |, | · |M and | · |D represent the
length of the considered line segment, the numbers of pixelson
the manually labeledM and automatically detectedD wrinkle
lines, respectively. With the newly defined metric JSI, two
wrinkle edges are considered matched if they are withinε
pixels’ bias. Thus, for algorithms such asHHF, in which the
wrinkle centerlines are extracted by fitting the detected wrinkle
blocks for evaluation, and a certain bias of the fitted curve
away from the genuine wrinkle centerline is inevitable, thebias
within ε pixels will not decrease the JSI value when evaluating
with the defined metric. For the following numerical testing
of forehead wrinkle detection,ε is set to six.

Table II shows the results of the proposed algorithm, to-
gether with those of HHF and GaborWrink, in which the
average and standard deviation of JSI index values of the three
algorithms are listed. Fig. 8 shows five example foreheads in
databaseDCK and the wrinkles detected by the three different
algorithms. The JSI values of the competing algorithms for
these five forehead regions are also listed in Table II.

Forehead
Regions

1 2
34 5 6
7 8

910

Ground
Truth

GaborWrink

The
Proposed

HHF

1
2

3
4

56

1 2
3 4
5 67 8

9

1 2
34

56

7 8
1

2
3

4

Fig. 8. The detected wrinkles on the forehead regions. The 1st and 2nd
rows show the original forehead regions and the foreheads with wrinkles
manually labeled. The wrinkles detected by HHF, GaborWrinkand the
proposed algorithm are presented in the 3rd-5th rows, and labeled with red
lines. The wrinkles detected by the proposed algorithm which are primarily
different from the other two algorithms are labeled with blue stars.

Fig. 8 shows thatGaborWrink can locate a wrinkle edge
that is several pixels’ distance from the wrinkle centerline
because the algorithm is based on the wrinkle growth along the
Gabor features with maximum response. Thus, this algorithm
works well for thin wrinkles such as age wrinkles, which is
proven by the JSI value ofGaborWrink in the 4th region in
Table II.

HHF locates whole wrinkle pixels directly by self-adaptive
thresholding on the ridge-likeliness of the hybrid filtered
image. As shown in Table II,HHF achieves the highest JSI
values on two of the five forehead regions and the forehead
wrinkle databaseDCK. However, two parameters inHHF must
be adjusted to apply at different scales of wrinkles and to
segment the wrinkle blocks, although they can be made self-
adaptive. With our testing, the parameter of the employed filter
size must be adjusted according to different widths of forehead
wrinkles, and appropriate parameter values of area threshold
should be chosen to segment the wrinkle blocks when these
blocks are densely distributed, as in the 4th wrinkle region.

For the first forehead region, the proposed algorithm detects
some different wrinkles labeled with blue stars in Fig. 8, which
are the 10th ground truth wrinkle and the wrinkle on the inter-
section region of forehead and hair. These different wrinkles
decrease the JSI index value of the proposed algorithm. How-
ever, they imply that the proposed algorithm can detect hidden
wrinkles from another aspect; hidden wrinkles labeled by blue
stars are also detected in the 5th forehead region. For the
4th forehead region in Fig. 8, the proposed algorithm directly
locates relatively accurate wrinkle centerlines comparedwith
the other two algorithms, which proves the competitiveness
of the proposed algorithm on locating thin forehead wrinkles.
Because the edges detected by the Canny operator were used
as the initial location for the following processing, theremight
be over-segmentation in the detected wrinkles due to broken
edges caused by low image contrast.

The average detection time of the three algorithms has also
been recorded and included in Table II. The proposed detector
requires approximately 4.7 seconds to complete the wrinkle
detection process, in which the employed AAM is the main
source of computational costs of our algorithm.

Fig. 9 presents the wrinkle detection results of the 7th-11th
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TABLE II
MEAN JSIVALUES AND RUNTIME OF DIFFERENT ALGORITHMS FOR WRINKLE DETECTION ON FIVE FOREHEAD REGIONS(W1−W5) AND DIFFERENT

FOREHEAD REGION DATABASES.

Algorithm Mean JSI Values
RT(s)

W1 W2 W3 W4 W5 DCK DHP DLR
HHF 0.65 0.51 0.80 0.38 0.68 0.64± 0.11 0.60 0.54 0.56

GaborWrink 0.51 0.65 0.77 0.50 0.67 0.59± 0.09 0.53 0.47 3.2
The Proposed 0.69 0.81 0.68 0.41 0.63 0.61± 0.11 0.59 0.52 4.7

frames of the surprise expression sequence of the 87th woman
[31] and the values of corresponding quantitative metrics (11)-
(14). Although the wrinkles are not distinct, the proposed
detector can properly locate them. Fig. 9 shows that the
quantitative values are gradually increased with the wrinkling
intensities, which illustrates the effectiveness of the defined
metrics for forehead wrinkle discrimination.
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Fig. 9. Forehead wrinkle location for 7th-11th frames of temporal expression
sequence and the corresponding quantitative metric values. The 1st-3rd rows
show the original forehead regions, the detected wrinkle edges with DFS and
the finally detected wrinkle centerlines, respectively.

To study the robustness of the proposed detector for wrin-
kles in complex conditions, ten older adults with different
face colors, head poses and lighting conditions are tested.The
results are presented in Fig. 10, in which faces (5) and (6) show
with non-frontal head poses (denoted asDHP), and faces (7)
and (10) are of low resolution (denoted asDLR). To assess the
robustness quantitatively, the average JSI values for datasets
DHP and DLR are listed in Table II, which shows that the
proposed detector is more robust to head pose variations than
to image resolution because the wrinkle edge detection largely
relies on the quality of the provided face image. However, a
JSI value of 0.52 is still achieved, which is competitive to the
other two detectors. Moreover, Fig. 10 shows that almost allof
the forehead wrinkles in the green polygon regions of the old
faces are properly located, which illustrates that the proposed
detector and corresponding parameter setting are robust to
face colors, head poses and lighting conditions. Moreover,the
proper location of the permanent wrinkles indicates that the
proposed detector is applicable to not only newly appeared
transient wrinkles but also changed permanent wrinkles.

B. Fixed Wrinkle Detection

To illustrate that neither an edge-based nor a feature-point-
based algorithm is applicable to some fixed shape wrinkles,
the Canny edge detector, scale-invariant feature transform
(SIFT [42], [43]) and the maximum Gabor response-based
detector [20] are applied to regions with fixed shape and
blurry wrinkles. The detected results are compared with those
detected by the proposed algorithm in Fig. 11. Fig. 11(a) shows
that the Canny detector does not detect the implied wrinkles
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Fig. 10. Forehead wrinkle location on older adults with different conditions.
The 1st and 4th rows list the original forehead regions, the 2nd and 5th rows
show the detected wrinkle edges, and 3rd and 6th rows show thefinal detected
wrinkle centerlines.

close to the mouth tip. Although several SIFT feature points
labeled with red circles are located on the blurry wrinkle
regions in Fig. 11(b), a few detected feature points on non-
wrinkle regions might lead to false detection. Fig. 11(c) shows
that the Gabor-based detector does not detect the wrinkle edges
in the region labeled by a blue dot rectangle. However, the
proposed algorithm successfully locates reasonable wrinkles
in the nasolabial region, which is blurry with adjacent regions
because the database of nasolabial wrinkles is statistically
learned.

(a) (c) (d)(b)

Fig. 11. Comparison of different operators for locating blurry wrinkle
centerlines. (a) The Canny edge detector, (b) SIFT feature detector (the circle
size denotes the feature distinctiveness), (c) the maximumresponse of Gabor
filter, (d) the proposed algorithm.

To compare further the performance of the proposed algo-
rithm with state-of-the-art algorithms, ASM-based [16] and
AWN-based [17] transient wrinkle detectors are implemented
for a comparison in which the same wrinkle initialization
strategy in equation (6) and sub-database strategy in equa-
tion (10) as AAM are employed. To avoid abnormal shapes
produced by ASM and AWN, when the texture of a detected
wrinkle is not distinct or the detected wrinkle position and
shape largely deviate from the initial wrinkle line, the initial
shape obtained by the Procrustes transformation in equation
(5) is chosen as the result. A database of 40 face images with
nasolabial wrinkles from [31] was used for testing. Although
the wrinkles of three example faces detected by different
algorithms are shown in Fig. 12, the mean and standard
deviation of JSI values for the entire database are shown in
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Table III. Considering the location accuracy of fixed shape
wrinkles, each two detected wrinkle pixels are considered
coincident when their distance apart is less thanε = 6 in
equation (21). Fig. 12 shows that the proposed algorithm
achieves more-similar wrinkles compared with those detected
by the other two algorithms.

(b)(a) (c) (e)

(j)(i)(h)(g)(f)

(k) (l) (m) (o)(n)

(d)

The
Proposed Algorithm

Initial
Expression Face

Ground
Truth Wrinkle

ASM
Based Algorithm

AWN
Based Algorithm

Fig. 12. The location results of three wrinkle detectors forthe nasolabial
wrinkles. The ground truth wrinkles and those detected by ASM, AWN and
the proposed algorithm are presented in the 2nd-5th columns, respectively.
The abandoned wrinkle is denoted as a red dot line in (j).

TABLE III
JSIVALUES OF DIFFERENT ALGORITHMS FOR NASOLABIAL WRINKLE

DETECTION.

Algorithm ASM AWN The Proposed
JSI 0.34± 0.08 0.39± 0.07 0.47± 0.12

The ASM-based algorithm [16] estimates the positions of
nasolabial wrinkles accompanying the locations of the other
feature points on the face, primarily utilizing geometry de-
formation for wrinkle location. Thus, the algorithm is more
prone to locate a wrinkle line with fixed shape rather than
a wrinkle with maximum lighting variation. For example, a
shallow wrinkle is detected in the right cheek region in Fig.
12(m), whereas the deeper wrinkle adjacent to the mouth tip
cannot be located. Moreover, this algorithm is only suitable
for nasolabial wrinkle detection.

The algorithm in [17] adopts AWN to replace the PCA-
based texture model in ASM, predicting the positions of wrin-
kle feature points directly. The algorithm does not sufficiently
make use of local deformation around the wrinkle line, and
the initial location of the wrinkle is set to be around the
edges with the first and second strongest strengths, which
might not work when the wrinkle region is blurry with the
adjacent regions such as in Fig. 11(a). Figs. 12(d) and (n)
show that this algorithm locates the wrinkles with maximum
lighting variation. However, the shape of the wrinkle line is
not sufficiently similar to the ground truth shape in Figs. 12(b)
and (l).

Unlike these two algorithms, the proposed algorithm not
only learns from the part deformation by constructing a
wrinkle structure enclosing the centerline of the wrinkle region
but also utilizes the texture information learned by the intrinsic
function of AAM. The competitiveness of the proposed algo-
rithm can be proved by the observation that JSI index values of
the proposed algorithm are greater than are those of the other
two algorithms. Moreover, the proposed algorithm not only
estimates the positions of wrinkles but also judges whetherthe
candidate wrinkle is genuine in the generated wrinkle structure

using SVM. For example, the detected wrinkle labeled with a
red dot line in the left cheek of Fig. 12(j) is deduced to be
non-wrinkle by SVM, which is not available in the other two
algorithms. Thus, the proposed algorithm will be less proneto
invalid transient wrinkles. More examples of wrongly detected
wrinkles by AAM operators are presented in Fig. 13, in which
SVM is further applied for verification. Fig. 14 shows the six
categories of wrinkles detected by our algorithm in example
fixed regions.

(a)

(e) (f) (g)

(b) (c) (d)

(h)

Fig. 13. The wrinkles verified by SVM. Blue polygon lines denote the outer
boundaries of wrinkle structures. Red lines represent the wrinkle centerlines
detected by AAM, while recognized as non-wrinkles by SVM.

Fig. 14. Detection results of six categories of wrinkles with relatively fixed
shape. Blue star lines are the outer boundaries of wrinkle structures, red lines
are the detected wrinkle centerlines.

C. Chaotic Wrinkle Detection

For chaotic wrinkle detection, 49 pairs of chaotic and non-
chaotic regions on the expression faces [31] are manually
labeled and used for testing. This manual annotation is em-
ployed because the difference between chaotic wrinkle and
non-wrinkle regions is not easily depicted sufficiently with
a unique metric. Because relatively distinct boundary textures
exist for chaotic wrinkles compared with fixed shape wrinkles,
the Canny detector is initially employed to detect wrinkle
edges for the manual annotation. Then, a committee of five
volunteers decides whether the considered region contains
chaotic wrinkles independently with a majority vote strategy,
after learning the features of some certain chaotic wrinkleand
non-wrinkle example regions. Thirty-seven pairs (74 regions)
are used for the training, and the remaining 12 pairs are used
for the testing. Fig. 16 shows three examples of wrinkle and
non-wrinkle regions and the detection results. As shown in
the figure, the chaotic wrinkle regions are filled with more
wrinkles, and long wrinkles are distributed in the whole region.

We initially show the distribution of the four metrics defined
from equations (15)-(18) for the training data in Fig. 15. The
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figure clearly shows that the values of the four metrics for the
wrinkle regions are greater than are those of the non-wrinkle
regions, which illustrates the validity of the defined metrics
for discrimination.

−1
−0.5

0
0.5

1
1.5

2
2.5

3
3.5

M1 M2 M3 M4

M
ea

n
a
n
d

S
td

(l
o
g
) Wrinkle

Non−wrinkle

Fig. 15. Quantitative metric values for chin wrinkle and non-wrinkle regions.
Mi represents theith metric defined in Section II-D1.

TABLE IV
ACCURACY RATES(%) OF SVM DISCRIMINATION OF CHAOTIC WRINKLES

W AND NON-WRINKLES NW WITH THE PROPOSED QUANTITATIVE

METRICS AND THREE OTHER FEATURES.

Features Training Testing
W NW W NW

SIFT [42], [43] 71.7 85.0 46.7 51.7
LBP [44] 93.3 90.0 43.3 95.0
HOG [45] 91.7 86.7 81.7 70.0

The Proposed 88.3 85.0 88.3 86.7

Fig. 16. The 1st row demonstrates the chin regions labeled with green
polygons. The preceding and subsequent three images of the 2nd row present
the correctly detected wrinkle and non-wrinkle regions, respectively. Blue
lines are continuous wrinkle edges and red dots denote the starting pixels of
these edges.

Table IV lists the accuracies of SVM for both training and
testing datasets. The training and testing data were randomly
generated five times, and the average accuracies are reported.
Another three features, i.e., the scale-invariant featuretrans-
form (SIFT [42], [43]), the local binary pattern (LBP [44]) and
the histogram of oriented gradients (HOG [45]), are included
for comparison. For extracting these features, the chin regions
are resized to the same size 30×30.

Compared with LBP and HOG, the quantitative metrics
defined in this paper only represent the common characteristics
of various wrinkles but neglect their specific characteristics. As
a result, the proposed approach achieved lower accuracy than
LBP and HOG for training samples in Table IV. From another
perspective, these quantitative metrics intuitively represent the
wrinkling degree of chin regions, which are less likely to be
influenced by other factors such as face color and face id.
Therefore, these metrics achieved relatively higher recognition
rates for the testing samples. Examples of wrongly classified
regions are presented in Fig. 17, in which the wrinkle features
in the 2nd column are more similar to non-wrinkle regions,
and the 3rd and 4th non-wrinkle features are similar to those
of wrinkle features. Thus, most of these wrongly classified
regions might lie in the intersection zone of discrimination

space, which demonstrates another aspect of the effectiveness
of the quantitative metrics.

One might observe from Fig. 14 that some minor wrinkles
on the nose and near the eyes are not detected by the
fixed shape wrinkle detector; a combination of forehead and
chaotic wrinkle detectors has also been implemented to locate
these wrinkles. In the first step, a chaotic wrinkle detector
is employed to locate all of the wrinkle edge segments and
determine whether there are chaotic wrinkles in the considered
region. Then, a forehead wrinkle detector incorporating AAM
and SVM is used to locate the accurate positions of the
wrinkles. The detected wrinkle edges and centers of four
example regions between two eyes or on the outer corners
of eyes are presented in Fig. 18, which illustrates that the
hybrid detector can compensate for the fixed wrinkle detector
in regions with minor wrinkles.

Fig. 17. The wrong classification of chaotic chin wrinkles. The left two
columns represent the wrinkle regions wrongly classified asnon-wrinkle,
which are pre-labeled with wrinkle regions for training. The right two columns
represent non-wrinkle regions classified as chaotic wrinkles, which are pre-
labeled with non-wrinkle regions for training.

(a) (b) (c)

(g) (h) (i)

(d) (e) (f)

(j) (k) (l)

Fig. 18. Hybrid of chaotic and linear shape wrinkle detectors. The 1st and
4th columns are the original wrinkle images. The 2nd and 5th,and 3rd and
6th columns are the wrinkle edges, and wrinkle centerlines located by hybrid
detector, respectively.

D. Expression Synthesis

In expression synthesis, the wrinkles detected in the last
section are mapped to the target neutral face based on lighting
difference in this work. Fig. 19 shows the smile, laugh and
sad expressions synthesized by our algorithm for the faces of
Mona Lisa, an average man and a lady. As seen, the transient
wrinkle detection algorithm locates the transient wrinkles
properly on the three testing faces, and the proposed mapping
form synthesizes genuine expressions.

To evaluate the synthesized results quantitatively, the sim-
ilarity metric in equation (22) defines the correlation of the
lighting differences between the source and synthesized faces
and reflects the similarity of expressionsFse andFte.

CorD=
< ∇Lsrc,∇Lsyn>

||∇Lsrc||2 · ||∇Lsyn||2
. (22)
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Fig. 19. The smile, laugh and sad expressions synthesized bythe proposed
algorithm. From left to right, the column images list the source neutral faces
Fsn, source expression facesFse, the detected wrinkles on the source expression
faces, the target neutral facesFtn, the target deformed faces and the final
synthesized facesFte.

where< ·, ·> is the inner product of two vectors,∇Lsrc,∇Lsyn

record the lighting differences of corresponding pixels on
(Fse,Fsn) and (Fte,Ftn), respectively.

We collected 10 neutral faces with corresponding anger and
laugh expressions available in database [31] for testing. The
55th woman’s neutral face and her anger and laugh expressions
are used as theFsn and Fse, and each of the 10 neutral faces
is used asFtn to synthesize the corresponding expressionsFte.
The metric values of wrinkle mappings for ERI, IniPoisson
and the proposed ImpPoisson are calculated according to
equation (22), and their means and standard deviations are
listed in Table V. One can observe from the table that our
approach achieves the highestCorD; therefore, the expressions
synthesized by our approach are the most similar to source
expressions in terms of lighting difference. To evaluate the
performance of the three wrinkle-mapping algorithms further,
we asked five volunteers to assess the similarity of the synthe-
sized expressions compared with that of the source expression.
In their assessment, each of five volunteers independently
scored each synthesized expression with scores from five to
ten, where a higher score corresponds to a more realistic and
similar expression. Averages and standard deviations of the
scores for each expression are listed in Table V. Again, our
approach achieves the highest scores. That is, the volunteers
perceive that the expressions synthesized by our algorithmare
the most similar to the true ones.

TABLE V
METRICCorD VALUES AND SUBJECTIVE SCORING OF THE EXPRESSIONS

SYNTHESIZED BY DIFFERENT ALGORITHMS.

Wrinkle
Mapping

Objective (CorD) Subjective
Anger Laugh Anger Laugh

ERI 0.75± 0.10 0.74± 0.11 7.4 ± 0.9 7.2 ± 1.2
IniPoisson 0.78± 0.08 0.76± 0.07 8.2 ± 1.3 7.5 ± 1.0
ImpPoisson 0.81± 0.09 0.80± 0.10 8.7 ± 1.2 8.2 ± 0.9

Fig. 20 shows example expressions synthesized by the three
different algorithms. As seen in Fig. 20, the mapped wrinkles
by ERI in the 2nd column are not as distinct as are those by
ImpPoisson in the 4th column because the smoothing operator
in ERI averages the lighting differences in the wrinkle region.
Moreover, the mapping form based on lighting difference in
the proposed algorithm handles the wrinkle boundary regions

better than does the ratio-based mapping form in ERI.

Neutral Face ERI IniPoisson ImpPoisson Source Reference Neutral Face ERI IniPoisson ImpPoisson Source Reference

Fig. 20. Comparison of three wrinkle mapping algorithms forexpression
synthesis. The 5th and 11th columns are the source anger and laugh ex-
pressionsFse. The 1st and 7th columns are the target neutral facesFtn. The
other columns present the expressions synthesized with ERI, IniPoisson, the
proposed ImpPoisson, source and reference expressions.

IV. D ISCUSSION ANDCONCLUSION

In this work, a novel and general algorithm for transient
(expression) wrinkle detection with linear, fixed and chaotic
shapes is proposed. The proposed algorithm is further applied
to automatic expression synthesis with an improved wrinkle
mapping method. The novelties of the work are manifested
on the following three aspects. First, a wrinkle database is
constructed for transient wrinkle related analysis; second, a
general algorithm based on wrinkle structure for detectionis
proposed; and third, an improved Poisson format for wrinkle
mapping is proposed and applied for automatic expression
synthesis.

Although competitive results are achieved by the proposed
transient wrinkle detector and the improved wrinkle mapping
method, there remains room for further improvement. For
long wrinkles such as the wrinkles in the forehead region,
the five points in the wrinkle structure can be replaced with
more points for more accurate approximation of the wrinkle
edge. For expression synthesis, Fig. 19 shows that the realism
of the synthetic expressions depends upon the quality of
eye and mouth synthesis, which will be compromised if the
geometric shapes of these regions are significantly deformed
or no reference texture information is available on the target
neutral face. See Figs. 19 (e) and (f) for examples. In the case
of large deformation, more-refined deformation algorithms
such as [13] can be considered for better preservation of the
geometric features. When the reference texture information
is missing after deformation, the texture information of the
adjacent regions can be statistically learned with algorithms
such as PCA and then further used to patch the target region to
improve the realism of the synthesized expression. In addition
to wrinkle mapping and geometric deformation, the effects
of face alignment, variation of color and illumination shall
be studied in the future. More applications of the proposed
algorithm will be expanded in the future.
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