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Abstract
With the advantage of exploiting complementary and consensus information across
multiple views, techniques for Multi‐view Clustering have attracted increasing attention in
recent years. However, it is common that data on some views is not completed in real‐
world applications, which brings the challenge of partial mapping between the views.
To explore the information hidden in the local geometric structure and recover missing
instances through mining the information hidden in existing instances, a self‐inferring
incomplete multi‐view clustering algorithm is proposed. Firstly, the incomplete multi‐
view data is replenished directly and exploited as variables for inferring the missing in-
stances. And then, a feature graph constraint is united in consensus learning. Besides, a
similarity graph learning method is imposed to preserve the local manifold structure. At
last, the inferred instances are filled in the missing instances for learning better consensus
representation in the iterative process. Extensive experiment results show that this
method can improve the clustering performance compared with the state‐of‐the‐art
methods.

1 | INTRODUCTION

In the big data era, the data generated from different
sources or observed from different views are regarded as
multi‐view data [1, 2]. For example, images shared on the
social platform are often published with relevant text
description; surveillance videos are usually derived from
cameras located in different locations to achieve more in-
formation from one place; human action information can be
captured by both camera and wearable sensor. Existing
works [3–5] concluded that these multi‐view data share
complementary and consensus information, which is bene-
ficial to clustering and classification.

For better mining of the information hidden in multi‐view
data, Multi‐view Clustering (MvC) has been proposed and is

attracting more and more attention. The purpose of MvC is to
integrate the information shared among different views and
then cluster the data into several clusters [6]. In recent few
years, there have been many works proposed to address
problems of MvC, such as multi‐kernel clustering [7], MvC
based on graph [8], and MvC based on subspace learning [9]
etc. For MvC, extracting the consensus information across all
views is crucial for achieving better results. Thus, in ref. [10],
the robust multi‐view graph recovery was learned to aggregate
a consensus graph to perform better clustering or classifica-
tion. Besides, based on spectral clustering, De Sa [11] proposed
a two independent view‐based algorithm. Moreover, in ref.
[12], Guo proposed to learn a convex subspace representation
across all views and could be used as the input of standard
clustering algorithms.
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The mentioned MvC algorithms require that every view
should be complete in multi‐view data. However, in real‐world
cases, it is common that data on some views is unavailable or is
only partially available, which leads to incomplete multi‐view
data. For instance, it is hard to capture webpages containing
texts or images in webpage clustering. It is noteworthy that
incomplete multi‐view data degrade performance of MvC al-
gorithms. To address this issue, Rai et al. [13] proposed a
general approach that allows the MvC to be applicable in
incomplete multi‐view data, in which only one view was
complete and the auxiliary views were incomplete. Specifically,
the kernel canonical correlation analysis‐based MvC was taken
as an example research to illustrate their approach. To handle
more independent incomplete views, more and more novel
methods have been proposed in recent years, such as partial
MvC [14], multi‐incomplete‐view clustering (MivC) [15], online
multi‐view clustering algorithm (OMvC) [16], and doubly
aligned incomplete multi‐view clustering (DAIMC) [17].
However, these methods either failed to sufficiently explore the
information hidden in the local geometric structure or were
unable to recover missing instances through mining the in-
formation hidden in existing instances. Specially, Wen et al.
proposed to infer missing instances by using an error matrix,
combined with the incomplete view in a unified framework to
learn a common latent representation [18]. Nevertheless, it also
ignores the correlation between existing instances and missing
instances.

To address the above‐mentioned problems of existing
methods, a novel algorithm is proposed, named self‐inferring
multi‐view clustering (SIIMvC), to learn a common represen-
tation for all views while inferring the missing instances at the
same time. Firstly, the missing instances of incomplete multi‐
view data are replenished with zeros. And then, the replen-
ished multi‐view data are exploited as variables and a feature
graph is constructed for each view. Based on feature graphs,
the missing instances can be inferred, so the consensus rep-
resentation can be generated simultaneously. An improved
consensus learning model and an improved similarity graph
learning model are presented to better infer the missing in-
stances and generate the consensus representation in the
learning process.

The contributions of this paper are summarised as
followings.

(1) A novel inferring method for missing instances in
incomplete MvC is presented that the incomplete multi‐
view data are replenished with zeros and exploited as
variables for inferring. Furthermore, a feature graph
constraint is united in the consensus learning to ensure
consistency between the inferred instances and the existing
instances. With this method, the inferred instances can be
used directly with the existing instance for consensus
representation learning with alignment.

(2) An improved similarity graph learning model is introduced
to preserve the local manifold structure, which benefits the
consistence of the common representation. Furthermore,
it is noted that the proposed similarity graph learning

model has fewer parameters to be calculated compared to
the most relevant state‐of‐the‐art method of Unified
Embedding Alignment Framework (UEAF).

(3) All terms of the proposed model are unified in an
Incomplete Multi‐View Clustering (IMC) framework,
which can provide better performance for clustering.
Extensive experiments show that the proposed SIIMvC
outperforms the existing incomplete MvC methods.

The remaining content of this article is organised as fol-
lows. Section 2 introduces the related work briefly. Section 3
details the proposed method and the updating steps. In Sec-
tion 4, extensive experiments and results are presented to verify
that our method is effective. Section 5 provides conclusions of
our article.

2 | RELATED WORK

In this section, some representative incomplete MvC methods
are introduced and a unified framework proposed for
combining incomplete view data and inferring view data is
emphasised.

2.1 | Incomplete multi‐view clusting
methods

To solve the incomplete MvC problem, Rai et al. [13] first
proposed an approach based on the kernel canonical corre-
lation analysis to exploit incomplete multi‐view data for
clustering, in which only one view was complete, and the
auxiliary views were incomplete. To deal with more inde-
pendent incomplete views, the matrix factorisation technique
was popular in incomplete MvC. Partial MvC [14] focuses on
learning a common latent subspace for all views, in which
instances belonging to the same example have the same
representation. However, Partial MvC can only handle two
independent views. MivC [15] extended matrix factorisation
to more than two views through weighted non‐negative ma-
trix factorisation with L2,1 regularisation. It is noted that MivC
fills missing instances with average values of existing in-
stances. In order to deal with large‐scale incomplete views,
Shao et al. [16] proposed OMvC seeks to reduce the influence
of incomplete instances by using a dynamic weight setting. In
DAIMC [17], the weighted matrix factorisation and a
regression constraint were introduced to capture more
information.

In the past few years, many novel works have been pre-
sented to better address the incomplete MvC problem by
various methods. The Deep incomplete multi‐view clustering
network (DIMC‐net) method integrates the deep multi‐view
encoding, view‐missing information based weighted fusion,
graph embedding, and Kullback‐Leibler divergence based
clustering into a joint deep network [19]. Different from the
conventional deep learning based IMCmethods, it only exploits
the instances with complete views for network pre‐training.

2 - FAN ET AL.
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DIMC‐net designs a more flexible graph embedded incomplete
multi‐view Autoencoder that can effectively exploit informa-
tion of all incomplete views for pre‐training. The inCOMPlete
muLti‐view clustEring via conTrastivE pRediction method
learn the informative and consistent representation by max-
imising the mutual information across different views through
contrastive learning, and recover the missing views by mini-
mising the conditional entropy of different views through dual
prediction [20]. The adaptive graph completion‐based incom-
plete multi‐view clustering (AGC_IMC) method develops a
joint framework for graph completion and consensus repre-
sentation learning, which mainly contains three components,
that is, within‐view preservation, between‐view inferring, and
consensus representation learning [21]. Furthermore, to reduce
the negative influence of information imbalance, AGC_IMC
introduces some adaptive weights to balance the importance of
different views during the consensus representation learning.
Aiming to deal with various incomplete clustering situations
and be applied in large‐scale datasets as well, Yu et al. [22] use
an auto‐weighted Sample‐level Fusion with Anchors for
Incomplete Multi‐view Clustering, which can not only handle
incomplete samples but also effectively explore the relationship
between each instance and anchors. What's more, the robuSt
mUlti‐view clusteRing with incomplEte information method
uses the available pairs as positives and randomly chooses some
cross‐view samples as negatives, providing unified solution to
simultaneously handles Partially View‐unaligned Problem and
Partially Sample‐missing Problem [23].

Unlike the previous works, this paper focuses on
combining the common representation learning and missing
view inferring into a unified framework for resolving incom-
plete MvC problem, which can improve the classification
performance and rely on fewer parameters.

2.2 | The UEAF method

In this subsection, we emphatically introduce the UEAF, which
provides a framework for robust incomplete MvC [18]. UEAF
creates an error matrix for the missing views recovering, which
enables the alignment of the incomplete views for the
consensus representation learning and to exploit the hidden
information of the missing views. Moreover, a reverse graph
regularisation term is developed to learn the common latent
representation. The overall model can be written as follows:

min
ϒ

Pvn

v¼1
αðvÞ
� �r

kXðvÞ þ EðvÞW ðvÞ −UðvÞPk2F

þ λ1Tr EðvÞTLðvÞEðvÞ
� �

þ λ2Tr PLS2P
T

� �

0

B
B
B
B
@

1

C
C
C
C
A

s:t: UðvÞTUðvÞ ¼ I ;
Pvn

v¼1
αðvÞ ¼ 1; αðvÞ ≥ 0; ∀i; Si;:1¼ 1;

0 ≤ Si;j ≤ 1; Si;i ¼ 0; rank LSð Þ ¼ n − c:
ð1Þ

where ϒ = {E(v), U(v), P, S, α(v)}, λ1, λ2 are penalty parameters.
XðvÞ 2 Rmv�n includes the existing instances and the missing
instances, where the missing instances are filled with zeros. mv
denotes the feature dimensionality of vth view, vn denotes the
number of views, and n is the total number of instances.
P 2 Rc�n is the common representation of all the views and
UðvÞ 2 Rmv�c is the basis matrix for each view. c is equal to the
number of objective cluster numbers. EðvÞ 2 Rmv�n

m
v denotes

the error matrix, which is used to infer the missing instances of
the vth view, nmv denotes the number of missing instances
of the vth view. L(v) is the Laplacian matrix of graph G(v). G(v)

is defined as follows:

GðvÞi;j ¼

8
<

:

1; XðvÞi;: 2Ψ
�
XðvÞj;:

�
or XðvÞj;: 2Ψ

�
XðvÞi;:

�

0; otherwise
ð2Þ

where Ψ XðvÞj;: Þ
�

denotes the set of k nearest neighbours of the

jth feature. X is the set of the available instances of the vth
view. W ðvÞ 2 Rn

m
v �n is defined as follows:

W ðvÞ
i;j ¼

1; if jth instance is the ith missing
instance in the vth view;

0; otherwise:

8
<

:
ð3Þ

S 2 Rn�n denotes the nearest neigbour graph with each
element representing the similarity probability corresponding
to another instance. LS represents the Laplacian matrix of
similarity graph S. LS2 represents the Laplacian matrix of graph
(S ⊙ S) and ⊙ is the Hadamard product. α(v) is a positive
weight to balance the significance of the vth view.

The UEAF use an error matrix to infer the missing instances
and combine them with the incomplete view in a unified
framework to learn a common latent representation. However,
view alignment is necessary, and the correlation between existing
instances and missing instances is not fully explored. Inspired by
theUEAF, we proposed a SIIMvCmethod to learn the common
representation for all views while inferring the missing instances
at the same time, in which there is no need for view alignment,
and the correlation between existing instances and missing in-
stances can be learned in the missing instances inferring process.

3 | PROPOSED METHOD

To better mine the latent information hidden in the existing
instances for incomplete MvC, we propose SIIMvC, a novel
method to replenish the incomplete multi‐view data with zeros
and employ them as variables for inferring the missing in-
stances through the existing instances. Furthermore, an
improved consensus learning model and a similarly graph
learning model are proposed in the inferring framework to
learn the consensus representation of the incomplete multi‐
view data. A computational complexity analysis of the pro-
posed SIIMvC is also presented at the end of this section.

FAN ET AL. - 3
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3.1 | Consensus learning

Clustering results are usually driven directly from the common
consensus representation. Therefore, consensus representation
learning is a significant method in incomplete MvC. However,
most of the existing works [14–17] use a simple strategy of
filling the missing instances with the average of existing in-
stances, and thus ignore the relation between existing instances
and the missing instances. Although the UEAF [18] algorithm
uses an error matrix to infer missing instances, the relation
between existing instances and missing instances is still outside
their consideration. In this work, we propose an improved
model that can simultaneously infer the missing instances and
learn the consensus representation as following.

min
ZðvÞ;UðvÞ;V

Pvn

v¼1

kZðvÞ −UðvÞVk2F

þ λ1
Xmv

i;j
kZðvÞi;: − ZðvÞj;: k

2
2Q
ðvÞ
i;j

0

B
B
@

1

C
C
A

s:t: UðvÞTUðvÞ ¼ I

ð4Þ

where λ1 is a positive penalty parameter, ZðvÞ 2 Rmv�n repre-
sents instances from vth view, including the existing instances
and the missing instances. It is noted that we initiate the
missing instances with zero. mv is the feature dimensionality of
the vth view, n represents the number of the instances, vn
is the number of views. ZðvÞi;: and ZðvÞj;: represents the ith row
and the jth row vector of matrix Z(v) respectively. UðvÞ 2 Rmv�c

denotes the basis matrix of the vth view. V 2 Rc�n is the
consensus representation of all views, in which c is the cluster
number of the latent representation. I represents the identity
matrix. The orthogonal constraint U(v)TU(v) = I is used to
avoid the trivial solution.

In model (4), QðvÞ 2 Rmv�mv is the neighbour graph of
feature dimensionality of initial Z(v) from the vth view. The
definition of Q(v) is proposed as follows:

QðvÞi;j ¼
1; ~Z

ðvÞ
i;: 2 ϕ ~Z

ðvÞ
j;:

� �
or ~Z

ðvÞ
j;: 2 ϕ ~Z

ðvÞ
i;:

� �

0; otherwise

(

ð5Þ

where ϕ ~Z
ðvÞ
i;:

� �
indicates the set of k nearest neighbours of the

ith feature. ~Z
ðvÞ

represents the set of existing instances of Z(v)

from vth view.
The proposed consensus learning model can thus be

reformulated as:

min
ZðvÞ;UðvÞ;V

Pvn

v¼1

kZðvÞ −UðvÞVk2F

þ λ1Tr ZðvÞTL~Z
ðvÞZðvÞ

� �

0

@

1

A

s:t: UðvÞTUðvÞ ¼ I

ð6Þ

where L
~Z
ðvÞ is the Laplacian matrix of graph Q(v), and it is

calculated as L
~Z
ðvÞ ¼DðvÞ −QðvÞ. D(v) is a diagonal matrix and

its ith diagonal element can be calculated through
DðvÞi;j ¼

Pmv
j¼1Q

ðvÞ
i;j . Tr denotes the trace function.

By replenishing the incomplete multi‐view data with zeros,
all views can be aligned naturally and the missing instances can
be inferred from the existing instances. Furthermore, the
consensus representation can be learned simultaneously in the
inferring process.

3.2 | Similarity graph learning

As is well known, the graph‐based methods successfully pre-
serve the local manifold structure [24]. For each instance, it is
connected by other instances with the probability sij in the
similarity matrix, which means that they belong to the same
class. In other words, if two instances are closer, they should be
assigned higher probability sij. Therefore, learning a similarity
matrix is crucial to the performance of the clustering [18, 24,
25]. However, for incomplete MvC problem, it is unable to
exploit the local manifold structure through incomplete data
instances from each view. Thus, in order to overcome this
difficulty, we propose the following similarity graph learning
model:

min
S

Pvn

v¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i;j
kUðvÞV:;i −UðvÞV:;jk

2
2Si;j

s

þ α
Pn

i
kSik22

s:t: ∀i; Si;:1¼ 1; 0 ≤ Si;j ≤ 1; Si;i ¼ 0;

rank LSð Þ ¼ n − c:
ð7Þ

where S 2 Rn�n denotes the similarity graph, where each
element represents the similarity degree corresponding to
another instance. Constraint rank (LS) can ensure that graph S
has c components, which is equal to the number of the multi-
plicity of the eigenvalue 0 of LS [26, 27]. LS = DS − (ST + S)/2
is the Laplacian matrix. DS is a diagonal matrix and its ith di-
agonal element can be calculated by ∑j(Si,j + Sj,i)/2. α is an
automatically adjusted parameter, which is determined by the
number of nearest neighbours [24]. 1 is a vector that all ele-
ments are 1.

The proposed similarity graph learning model can preserve
the local manifold structure by mining the relationship among
multi‐view data. As a result, a better consensus representation
can be learned through the well‐learning similarity graph,
where each element has c neighbours. The advantages
mentioned above can be further beneficial to recover the
missing instances.

3.3 | Overall objective function

In this subsection, the above proposed models are incorpo-
rated into a unified incomplete multi‐view learning framework
named SIIMvC. And the overall objective function is written as
follows:

4 - FAN ET AL.
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min
ZðvÞ;UðvÞ;V ;S

Xvn

v¼1
kZðvÞ −UðvÞVk2F

þ λ1Tr ZðvÞTL~Z
ðvÞZðvÞ

� �

þ
Xvn

v¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i;j

kUðvÞV:;i −UðvÞV:;jk
2
2Si;j

v
u
u
t

þ α
Xn

i
kSik22

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

s:t: UðvÞTUðvÞ ¼ I ; ∀i; Si;:1¼ 1; 0 ≤ Si;j ≤ 1; Si;i ¼ 0:

rank LSð Þ ¼ n − c:
ð8Þ

Figure 1 shows the framework of the proposed SIIMvC.
Firstly, the incomplete multi‐view data are replenished with
zeros and considered as variables for inferring missing in-
stances. And then in the inferring process, the missing in-
stances can learned under the constraint of the improved
consensus learning model and similarity graph learning model.
Based on the learning result, the consensus representation can
be obtained for further clustering.

Through the constraint U(v)TU(v) = I and the method in
ref. [24], model (8) can be reformulated as:

min
ZðvÞ;UðvÞ;V ;S

Xvn

v¼1
kZðvÞ −UðvÞVk2F
�

þ λ1Tr ZðvÞTL~Z
ðvÞZðvÞ

� ��

þ
1
2

γ
Xn

i;j

kV:;i − V:;jk
2
2Si;j þ α

Xn

i

kSik22

þ 2λ2Tr FTLSF
� �

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

s:t: UðvÞTUðvÞ ¼ I ; ∀i; Si;:1¼ 1; 0 ≤ Si;j ≤ 1; Si;i ¼ 0;

FTF ¼ I :
ð9Þ

where γ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i;j
kV:;i −V:;jk

2
2Si;j

q and λ2 is a penalty parameter. F

denotes the cluster indicator matrix, and the last item with the
constraint FTF = I is deduced through Ky Fan's theorem [28].

3.4 | Solution to the SIIMvC

In order to find the solution of the function (9), we exploit an
alternating iteration procedure in which the objective function
is optimised with only one variable while fixing the remaining

F I GURE 1 The framework of the proposed SIIMvC. The incomplete multi‐view data are replenished with zeros and considered as variables for inferring
missing instances. In the inferring process, the improved consensus learning model and similarity graph learning model are incorporated into the proposed
SIIMvC framework, and the consensus representation can be obtained for further clustering the learning result. SIIMvC, self‐inferring multi‐view clustering.

FAN ET AL. - 5
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variables. The updated procedure of each variable is described
in detail as following.

Update V: By fixing U(v), Z(v), S, F, the optimisation
formula becomes:

ΓðvÞ ¼
Xvn

v¼1
kZðvÞ −UðvÞVk2F þ

1
2

γ
Xn

i;j

kV:;i − V:;jk
2
2Si;j

¼
Xvn

v¼1
kZðvÞ −UðvÞVk2F þ γTr VLSVT

� �

ð10Þ

Let ∂ΓðV Þ∂V ¼ 0, we can get the following equation:

V ¼
Xvn

v¼1
UðvÞTZðvÞ

 !

I þ γLSð Þ
−1

ð11Þ

Update S: By fixing U(v), Z(v), V, F, the optimisation
formula becomes:

min
S

1
2

γ
Xn

i;j
kV:;i − V:;jk

2
2Si;j þ α

Xn

i
kSik22

þ 2λ2Tr FTLSF
� �

s:t: ∀i; Si;:1¼ 1; 0 ≤ Si;j ≤ 1; Si;i ¼ 0; FTF ¼ I :

ð12Þ

which can be further deduced as:

min
S

1
2

γ
Xn

i;j

kV:;i − V:;jk
2
2Si;j þ α

Xn

i

kSik22

þ λ2
Xn

i;j
kFi;: − Fj;:k22Si;j

s:t: ∀i; Si;:1¼ 1; 0 ≤ Si;j ≤ 1; Si;i ¼ 0; FTF ¼ I :

ð13Þ

Then, we denote Pi;j ¼ 1
2 γ
Pn
i;jkV:;i − V:;jk

2
2þ λ2

Pn
i;jkFi;: −

Fj;:k22, and further denote Pi as a vector with jth element equal to
Pi,j. The problem (13) can be simplified in a vector form as:

min
∀i;Si;:1¼1;0≤Si;j≤1;Si;i¼0

Xn

i

kSi þ
Pi
2α
k
2
2 ð14Þ

This problem has a closed‐form solution, which can be
calculated through an efficient algorithm proposed in ref. [29].

Update F: By fixing U(v), Z(v), V, S, the optimisation
formula becomes:

min
F

Tr FTLSF
� �

ð15Þ

which can be calculated by the c eigenvectors corresponding to
the first c smallest eigenvalues of LS.

Update γ: By fixing U(v), Z(v), V, S, F, γ is updated by
γ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i;j
kV:;i −V:;jk

2
2Si;j

q .

Update U(v): By fixing Z(v), S, V, F, the optimisation
formula becomes:

min
UðvÞTUðvÞ¼I

kZðvÞ −UðvÞVk2F ð16Þ

which can be deduced as follows:

min
UðvÞTUðvÞ¼I

kZðvÞ −UðvÞVk2F
⇔

min
UðvÞTUðvÞ¼I

− 2Tr UðvÞTZðvÞVT
� �

⇔
max

UðvÞTUðvÞ¼I
Tr UðvÞTZðvÞVT
� �

ð17Þ

According to ref. [30], we can obtain the optimal solution
to Equation (17) as follows:

UðvÞ ¼ AðvÞRðvÞT ð18Þ

where A(v) and R(v) are the left and right singular matrices of
the matrix (Z(v)VT) respectively.

Update Z(v): By fixing U(v), S, V, F, the optimisation
formula becomes:

Γ ZðvÞ
� �

¼ kZðvÞ −UðvÞVk2F þ λ1ZðvÞTL~Z
ðvÞZðvÞ

s:t: UðvÞTUðvÞ ¼ I
ð19Þ

which can be simplified as follows:

Γ ZðvÞ
� �

¼ Tr ZðvÞTZðvÞ − 2ZðvÞTUðvÞV
� �

þ λ1ZðvÞTL~Z
ðvÞZðvÞ

ð20Þ

Let
∂Γ ZðvÞð Þ
∂ZðvÞ

¼ 0, we can obtain:

ZðvÞ ¼ I þ λ1L~Z
ðvÞ

� �−1
UðvÞV ð21Þ

In order to preserve the existing data, we update the
equation of Z(v) as follows:

ZðvÞ ¼ bZ
ðvÞ
þ Y ðvÞW ðvÞ ð22Þ

where bZ
ðvÞ
2 Rmv�n, which fills the missing instances with

zero, is the initialisation of Z(v). Yv ¼ I þ λ1L~Z
ðvÞ

� �−1
UðvÞV

is what we obtain in Equation (21). AndWv 2 Rn�n is defined
as follows:

6 - FAN ET AL.
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W ðvÞ
i;i ¼

1; if ith instance is not in the vth view;
0; otherwise:

�

ð23Þ

From Equation (22) we can obtain the inferred instances in
every updating step. Algorithm 1 summarises the solution steps
of the proposed SIIMvC.

Algorithm 1 SIIMvC (solution to Equation [9])

Input: Incomplete multi-view data matrix
XðvÞ 2 Rmv�n
� �vn

v¼1, which fills missing
instances with 0. Feature neighbour graph
Q ¼ QðvÞ

� �vn
v¼1 in consensus learning.

Parameters λ1, λ2 and diagonal matrix
W ¼ W ðvÞ 2 Rn�n

� �vn
v¼1.

Initialisation: Instances matrix
ZðvÞ 2 Rmv�n
� �vn

v¼1 whose values equal to data
matrix X. Orthogonal matrix U(v) with
random values and consensus matrix V is
initialised by using U(v). Graph S is
initialised through matrix V and F is
initialised based on S.

while not converged do
1. Update V using (11);
2. Update S using (14);
3. Update F using (15);
4. Update γ and α;
for v from 1 to vn do
5. Update U(v) using (15);
6. Update Z(v) using (22);

end for
end while
return V;

4 | EXPERIMENT

4.1 | Dataset description

In this subsection, we introduce five widely used multi‐view
datasets, that is, the BUAA‐visnir face dataset (BUAA) [31],
the Digit dataset [32], the 3Sources dataset [33], the BBCSport
dataset [34] and the Berkeley Drosophila Genome Project
(BDGP) dataset [35]. They are chosen to evaluate the perfor-
mance of the proposed algorithm SIIMvC, compared with
several popular state‐of‐the‐art methods.

(1) BUAA Dataset: Similar to ref. [36], a subset of BUAA
dataset that is composed of 90 visual images and 90 near
infrared images of the first 10 volunteers is used to eval-
uate our algorithm in our experiments. Two types of im-
ages are considered as two views in our experiments.

(2) Digit Dataset: It consists of 2000 hand‐written digits (0–
9). Six types of features grouped in this dataset, each of
which can be considered as a view. The feature dimensions
of these views are 240, 76, 216, 47, 64 and 6 respectively.

(3) 3Sources Dataset: This dataset is derived from three
sources in online news. In total, 948 news articles were
collected, which cover 416 different news stories. For our
experiments, a subset containing 169 articles was randomly
selected to evaluate our algorithm.

(4) BBCSport Dataset: There are 737 news articles collected
from the BBC Sport website in this dataset. We chose the
four‐view dataset for our experiments to evaluate the
proposed algorithm and other compared incomplete MvC‐
based methods. The subset has 116 instances, and the
feature dimensions for four different views are 1991, 2063,
2113 and 2158 respectively.

(5) BDGP Dataset: There are 2500 instances in BDGP,
which can be divided into five classes. The BDGP dataset
has four views, and consists of texture feature and the
visual feature extracted from lateral, dorsal and ventral
images.

4.2 | Compared methods

In this subsection, we briefly introduce 10 relevant methods
that we used to compare with the proposed SIIMvC.

BSV [36]: The Best Single View (BSV) firstly fills missing
instances with average of existing instances, and then performs
k‐means on each view.

Concat [36]: Like the BSV, the missing instances are filled
with the average of existing instances in the Contat. After
concatenating all views into one view, k‐means is used to
perform clustering on the concatenated single view.

GPMvC [37]: The GPMvC extends MvC into more than
two views and imposes a graph laplacian regularisation term
for consensus representation learning.

OMvC [16]: The OMvC is presented to deal with large‐
scale incomplete views. In order to reduce the negative ef-
fects of incompleteness, the OMvC introduces dynamic weight
setting to give missing instances low weights.

MivC [38]: Through incorporating the weighted‐NMF and
a regularised method, the MivC learns a common subspace
across all views.

MVL_IV [9]: The multi‐view learning with incomplete
views (MVL_IV) assumes that different views share a common
subspace. To handle large‐scale data and obtain fast conver-
gence, MVL_IV integrates a new method to solve the objective
function.

MultiNMF [39]: The key idea of the MultiNMF is
formulating the joint matrix factorisation with a constraint to
learn a common consensus.

DAIMC [17]: The DAIMC introduces weight matrices for
each view respectively so that the case of more than two views
can be adopted. Every basis matrix in the DAIMC is aligned
through a regression term to reduce the impact of missing
instances.

UEAF [18]: The UEAF constructs a unified framework,
where an error matrix is used to infer missing instances and a
reverse graph regularisation is introduced to preserve the local
manifold structure.

FAN ET AL. - 7
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AGC_IMC [21]: The AGC_IMC proposes a novel
framework composing of with‐in view preservation, between‐
view inferring and consensus representation learning.

In the experiment, we focus on better inferring the missing
instances and generating the consensus representation in the
same learning process. Firstly, each dataset is randomly
removed 10%, 30% and 50% instances in each view to build
the incomplete multi‐view datasets. And then, each algorithm
was conducted to perform the evaluation through 15 randomly
generated incomplete groups, and then the average result
would be recorded. Finally, to evaluate the performance of the
consensus presentation learning by all the compared methods
and the proposed SIIMvC, the K‐means is employed as a
classification method for obtaining the clustering result.

All experiments were implemented on the same software
and hardware: Win 10 system, Intel(R) Core(TM) i5‐8250U
CPU @ 1.60 GHz 1.80 GHz, 8‐GB RAM and Matlab 2020a.

4.3 | Experimental results and analysis

Figure 2 shows a demonstration of the missing instances and
the reconstructed instances on the digit dataset under the
missing rate of 0.3. It can be found that the details of the
images are enhanced in the reconstructed instance compared
to the missing instances.

To evaluate the performance of the proposed SIIMvC
and other compared methods, the clustering accuracy
(ACC), the normalised mutual information (NMI), and the
purity are employed as the evaluation criterion. Tables 1–5
show the experimental results of the compared methods
and the proposed SIIMvC on the BUAA dataset,
the Digit dataset, the 3Sources dataset, the BBCSport
dataset, and the BDGP dataset respectively. From these
experimental results, interesting findings are listed as
following.

F I GURE 2 The performance of inferring instances on digit dataset. In (a) are the missing instances of ‘mfeat‐pix’ view in the digit dataset. And images in
(b) are recovered instances obtained by our self‐inferring multi‐view clustering.

TABLE 1 ACC, NMI and Purity of Several Algorithms on the BUAA Dataset under missing rate of 10%, 30% and 50% respectively

Methods

ACC (%) NMI (%) Purity (%)

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 52.82 � 2.47 46.53 � 2.61 36.13 � 1.78 57.69 � 1.45 47.26 � 3.6 32.94 � 1.53 55.8 � 2.17 49.87 � 3.4 37.82 � 1.69

Concat 52.02 � 1.12 46.4 � 2.49 36.02 � 1.69 58.44 � 1.24 48.81 � 1.13 35.98 � 2.54 54.67 � 1.49 49.49 � 2.81 38.24 � 2.24

GPMvC 53.02 � 1.91 38.02 � 6.66 31.13 � 2.49 55.19 � 1.07 37.87 � 6.82 28.91 � 3.78 55.53 � 1.17 41.76 � 6.85 33.2 � 2.58

OMvC 48.89 � 8.5 45.78 � 3.96 44.44 � 3.42 50.46 � 9.49 46.23 � 3.41 43.49 � 3.98 51.56 � 8.87 48.0 � 2.98 46.67 � 2.48

MivC 40.91 � 3.03 35.42 � 2.07 29.27 � 1.46 41.71 � 4.41 34.73 � 2.93 25.55 � 2.58 43.62 � 3.77 38.29 � 2.03 30.78 � 1.56

MVL_IV 50.22 � 5.99 45.91 � 8.49 33.87 � 4.36 50.41 � 6.48 46.45 � 9.68 31.78 � 5.28 52.04 � 5.79 48.29 � 8.52 35.51 � 4.28

MultiNMF 48.84 � 4.13 44.13 � 3.71 31.27 � 3.36 51.47 � 4.7 52.46 � 1.28 43.56 � 3.89 51.91 � 3.95 49.58 � 2.6 41.11 � 4.4

DAIMC 47.78 � 2.83 45.11 � 4.2 36.89 � 5.18 54.76 � 3.7 49.11 � 3.36 38.56 � 6.46 49.78 � 2.88 46.89 � 4.33 38.22 � 5.86

UEAF 52.36 � 2.42 49.04 � 2.66 38.98 � 2.29 58.48 � 1.53 53.3 � 2.2 42.8 � 1.74 53.8 � 2.61 50.56 � 2.6 40.93 � 2.45

AGC_IMC 54.02 � 4.25 45.33 � 4.23 34.76 � 0.94 59.77 � 2.15 49.66 � 2.27 40.51 � 1.85 55.18 � 3.75 46.84 � 4.07 37.49 � 1.75

SIIMvC 54.36 ± 1.22 54.64 ± 2.62 46.58 ± 4.14 60.54 ± 1.24 58.07 ± 1.29 48.39 ± 3.76 56.93 ± 1.75 56.76 ± 2.03 48.31 ± 4.44

Note: The experimental results show that the proposed SIIMvC method outperforms all compared methods. The bold values denote the best performances in the compared methods
under a specified missing rate.
Abbreviations: ACC, clustering accuracy; AGC_IMC, adaptive graph completion‐based incomplete multi‐view clustering; BSV, best single view; DAIMC, doubly aligned incomplete
multi‐view clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative matrix factorization; MivC, multi‐incomplete‐view clustering; MultiNMF, multi‐view
clustering via joint nonnegative matrix factorization; MVL_IV, multi‐view learning with incomplete views; NMI, normalised mutual information; OMvC, online multi‐view clustering
algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified embedding alignment framework.
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(1) It can be found that the proposed SIIMvC outperforms
most of the compared state‐of‐the‐art incomplete MvC
methods on all datasets on the ACC, theNMI and the purity,
including the BSV, the Concat, the GPMvC, the OMvC, the
MivC, the MVL_IV, the MultiNMP, and the DAIMC. The
proposed SIIMvC also outperforms the UEAF on most of
experimental cases except on the 3Source dataset and
BBCSprot dataset when the instance missing rate is 30%.

Compared to the AGC_IMC, the proposed SIIMvC shows
advantages on datasets of the BUAA and the BDGP, and
comparable performance on datasets of the Digit dataset,
the 3Sources dataset, and the BBCSport dataset. On the
other side, the worst performances are found that the MivC
method in BUAA dataset, the Concat method in Digit
dataset, the MultiNMF method in 3Source dataset and the
BSV method in BBCSport dataset.

TABLE 2 ACC, NMI and Purity of Several Algorithms on the Digit Dataset under missing rate of 10%, 30% and 50% respectively

Methods

ACC (%) NMI (%) Purity (%)

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 67.48 � 3.31 55.03 � 1.15 42.27 � 0.93 63.83 � 1.99 49.13 � 0.49 35.03 � 0.77 67.81 � 3.14 55.03 � 1.15 42.33 � 0.8

Concat 50.52 � 2.2 38.62 � 0.79 31.28 � 1.7 50.38 � 0.57 38.43 � 0.43 30.19 � 0.51 54.09 � 1.63 40.3 � 0.61 32.41 � 0.92

GPMvC 64.13 � 2.31 49.17 � 2.18 36.71 � 1.87 61.46 � 0.61 44.09 � 1.61 30.92 � 1.23 65.34 � 1.15 50.08 � 1.87 37.99 � 1.28

OMvC 66.13 � 5.34 51.89 � 3.18 41.73 � 1.29 60.51 � 4.01 46.31 � 2.57 32.38 � 0.43 68.21 � 4.72 54.6 � 3.11 43.39 � 1.15

MivC 77.67 � 4.04 56.99 � 1.76 33.2 � 1.61 68.31 � 2.75 49.01 � 1.75 25.73 � 1.9 77.67 � 4.04 57.23 � 1.66 34.15 � 1.65

MVL_IV 58.23 � 11.46 69.73 � 1.78 49.72 � 3.47 47.95 � 11.79 57.52 � 2.01 37.64 � 2.37 59.4 � 10.34 69.77 � 1.79 50.34 � 3.07

MultiNMF 81.12 � 3.43 61.31 � 0.67 40.56 � 0.67 72.43 � 2.78 68.49 � 1.04 55.45 � 1.09 81.16 � 3.4 69.67 � 0.73 54.78 � 0.76

DAIMC 85.26 � 2.74 75.31 � 6.14 56.24 � 9.87 77.18 � 1.98 68.83 � 4.17 48.52 � 7.19 85.26 � 2.74 75.37 � 6.11 56.45 � 9.89

UEAF 66.81 � 2.78 36.43 � 1.68 17.92 � 2.89 59.99 � 0.91 31.74 � 1.77 7.46 � 4.32 67.32 � 2.25 36.84 � 1.49 18.3 � 2.94

AGC_IMC 83.01 � 0.65 82.64 ± 0.34 81.81 ± 2.59 88.16 ± 0.33 86.75 ± 0.98 79.95 ± 1.23 87.37 � 0.46 86.76 ± 0.91 83.49 ± 1.51

SIIMvC 87.77 ± 0.41 78.12 � 5.06 63.44 � 1.24 79.22 � 0.35 69.84 � 3.24 56.83 � 1.02 87.8 ± 0.38 78.17 � 5.08 63.93 � 0.98

Note: The experimental results show that the proposed SIIMvC method outperforms the compared methods in most cases and is comparable to the AGC_IMC. The bold values denote
the best performances in the compared methods under a specified missing rate.
Abbreviations: ACC, clustering accuracy; AGC_IMC, adaptive graph completion‐based incomplete multi‐view clustering; BSV, best single view; DAIMC, doubly aligned incomplete
multi‐view clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative matrix factorization; MivC, multi‐incomplete‐view clustering; MultiNMF, multi‐view
clustering via joint nonnegative matrix factorization; MVL_IV, multi‐view learning with incomplete views; NMI, normalised mutual information; OMvC, online multi‐view clustering
algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified embedding alignment framework.

TABLE 3 ACC, NMI and Purity of Several Algorithms on the 3Sources Dataset under missing rate of 10%, 30% and 50% respectively

Methods

ACC (%) NMI (%) Purity (%)

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 53.38 � 2.5 46.9 � 3.07 38.72 � 1.88 43.02 � 2.09 34.2 � 2.22 21.9 � 1.5 65.55 � 2.1 59.18 � 1.53 49.95 � 1.92

Concat 56.36 � 1.47 50.56 � 3.28 43.91 � 3.98 49.34 � 1.07 38.53 � 1.91 25.47 � 3.5 70.11 � 0.94 63.47 � 2.23 54.45 � 3.41

GPMvC 48.79 � 3.09 45.6 � 5.78 36.67 � 6.73 43.26 � 4.03 36.41 � 3.21 23.57 � 7.33 65.34 � 3.11 59.61 � 3.25 49.83 � 5.91

OMvC 47.57 � 4.85 40.24 � 3.42 37.99 � 4.67 34.15 � 2.77 25.03 � 2.33 15.86 � 6.99 56.8 � 2.37 49.47 � 2.53 44.85 � 5.25

MivC 55.44 � 7.17 48.85 � 4.24 34.31 � 3.65 53.82 � 5.15 41.18 � 3.47 23.37 � 6.49 73.38 � 5.5 62.62 � 2.81 50.06 � 4.86

MVL_IV 57.57 � 3.82 52.25 � 4.92 38.32 � 3.46 56.97 � 1.81 40.68 � 0.74 22.74 � 3.91 76.69 � 3.65 65.91 � 2.55 54.77 � 2.66

MultiNMF 44.56 � 3.49 40.9 � 0.48 35.11 � 0.85 31.39 � 2.18 27.19 � 2.45 18.71 � 1.27 55.54 � 1.53 52.64 � 0.87 45.76 � 1.49

DAIMC 50.41 � 4.49 53.49 � 4.36 47.34 � 7.4 47.52 � 5.33 42.74 � 8.15 34.6 � 9.03 67.81 � 5.15 62.25 � 5.54 60.0 � 7.02

UEAF 53.37 � 4.53 61.3 � 5.0 51.48 � 5.49 54.61 � 1.82 53.32 � 3.64 42.77 � 1.85 72.9 � 3.44 71.36 � 3.41 64.02 � 2.31

AGC_IMC 76.33 ± 0.94 70.06 ± 2.86 55.81 ± 5.0 70.04 ± 2.09 60.75 ± 1.77 43.04 � 3.94 83.91 ± 0.77 80.36 ± 1.79 67.63 � 1.62

SIIMvC 57.49 � 2.26 60.88 � 5.11 54.58 � 1.67 58.76 � 3.22 54.29 � 1.69 46.88 ± 1.98 77.73 � 1.95 76.91 � 1.26 69.1 ± 1.95

Note: The experimental results show that the proposed SIIMvC method outperforms the compared methods in most cases and is comparable to the AGC_IMC. The bold values denote
the best performances in the compared methods under a specified missing rate.
Abbreviations: ACC, clustering accuracy; AGC_IMC, adaptive graph completion‐based incomplete multi‐view clustering; BSV, best single view; DAIMC, doubly aligned incomplete
multi‐view clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative matrix factorization; MivC, multi‐incomplete‐view clustering; MultiNMF, multi‐view
clustering via joint nonnegative matrix factorization; MVL_IV, multi‐view learning with incomplete views; NMI, normalised mutual information; OMvC, online multi‐view clustering
algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified embedding alignment framework.
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(2) Among the compared methods, the UEAF method also
achieves excellent clustering performances among
compared methods in most cases. The incomplete data is
combined with the error matrix to perform clustering in a
unified framework. Thus, we can see that instances
completion plays a significant role in the performance of
the clustering. The proposed SIIMvC achieves better

clustering performances than the UEAF method since it
exploits the correlation between existing instances and
missing instances. For instance, while 30% and 50% of
instances were removed, the proposed SIIMvC achieves
3.76% and 5.53% improvements than the UEAF.

(3) As shown in Tables 1–5, it is clear that the proposed
SIIMvC performs better than most of the methods when

TABLE 4 ACC, NMI and Purity of Several Algorithms on the BBCSport Dataset under missing rate of 10%, 30% and 50% respectively

Methods

ACC (%) NMI (%) Purity (%)

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 55.52 � 6.97 47.76 � 4.82 38.79 � 2.73 31.79 � 6.68 27.61 � 8.28 15.69 � 2.48 60.17 � 5.53 54.66 � 7.36 43.28 � 1.97

Concat 64.76 � 1.42 57.1 � 1.84 42.69 � 3.19 48.99 � 1.69 37.41 � 1.4 19.01 � 2.88 72.41 � 1.45 63.29 � 1.71 48.81 � 3.57

GPMvC 58.1 � 5.83 46.6 � 4.5 44.74 � 2.29 43.33 � 6.34 27.75 � 6.16 21.61 � 3.55 66.69 � 5.45 53.21 � 5.28 51.97 � 4.59

OMvC 57.41 � 4.9 50.69 � 5.36 37.24 � 1.42 34.08 � 5.35 27.58 � 9.01 12.79 � 3.13 57.93 � 4.28 51.55 � 5.89 39.14 � 1.31

MivC 69.84 � 2.23 54.4 � 4.06 34.41 � 2.24 59.75 � 5.44 40.93 � 6.92 14.71 � 3.37 78.43 � 2.34 63.4 � 5.45 42.1 � 3.24

MVL_IV 63.55 � 8.14 40.0 � 4.86 33.24 � 3.6 43.24 � 6.74 16.91 � 4.82 7.72 � 0.94 69.17 � 5.71 46.88 � 2.78 39.16 � 2.95

MultiNMF 73.83 � 1.71 60.59 � 4.26 50.91 � 2.08 59.6 � 0.94 58.88 � 3.32 44.54 � 1.83 83.38 � 0.19 72.91 � 2.44 62.12 � 1.84

DAIMC 64.66 � 7.08 53.97 � 7.07 51.72 � 9.24 54.39 � 5.33 42.19 � 4.93 31.05 � 11.58 74.31 � 5.89 65.52 � 6.54 57.41 � 10.08

UEAF 75.21 � 4.89 76.53 ± 4.36 57.09 � 4.82 66.56 � 6.74 58.8 � 6.14 41.78 � 5.79 84.83 � 4.13 77.57 � 4.08 64.05 � 3.31

AGC_IMC 77.59 ± 3.45 75.26 � 4.37 57.97 � 4.79 71.68 ± 4.14 61.89 � 5.51 39.63 � 5.04 88.28 ± 3.69 81.31 � 3.97 66.38 � 4.6

SIIMvC 78.07 � 2.18 74.45 � 2.22 67.78 ± 4.95 68.58 � 1.35 65.72 ± 3.81 52.84 ± 6.91 86.71 � 0.5 84.81 ± 2.88 77.69 ± 5.79

Note: The experimental results show that the proposed SIIMvC method outperforms the compared methods in most cases and is comparable to the AGC_IMC. The bold values denote
the best performances in the compared methods under a specified missing rate.
Abbreviations: ACC, clustering accuracy; AGC_IMC, adaptive graph completion‐based incomplete multi‐view clustering; BSV, best single view; DAIMC, doubly aligned incomplete
multi‐view clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative matrix factorization; MivC, multi‐incomplete‐view clustering; MultiNMF, multi‐view
clustering via joint nonnegative matrix factorization; MVL_IV, multi‐view learning with incomplete views; NMI, normalised mutual information; OMvC, online multi‐view clustering
algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified embedding alignment framework.

TABLE 5 ACC, NMI and Purity of Several Algorithms on the BDGP Dataset under missing rate of 10%, 30% and 50% respectively

Methods

ACC (%) NMI (%) Purity (%)

0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 41.62 � 0.62 36.82 � 0.55 33.9 � 2.08 24.69 � 0.31 19.21 � 0.85 13.96 � 0.71 42.68 � 0.3 38.18 � 0.68 34.82 � 2.2

Concat 43.22 � 0.55 39.85 � 0.46 30.92 � 1.08 22.32 � 1.09 19.32 � 0.89 9.38 � 0.89 44.05 � 0.55 41.4 � 0.58 32.4 � 0.92

GPMvC 43.17 � 3.28 37.77 � 1.62 33.31 � 1.35 17.96 � 2.48 13.15 � 0.83 8.05 � 1.77 44.9 � 2.42 39.23 � 0.93 34.52 � 1.23

OMvC 39.38 � 1.32 42.7 � 5.25 36.48 � 3.36 11.87 � 0.6 19.68 � 4.4 9.98 � 2.65 40.59 � 0.62 43.9 � 4.64 37.14 � 3.05

MivC 24.92 � 0.94 25.34 � 0.86 25.16 � 0.88 3.5 � 0.48 3.99 � 1.06 3.34 � 1.07 25.46 � 0.46 25.86 � 0.78 26.57 � 0.86

MVL_IV 39.38 � 3.06 36.1 � 2.9 30.48 � 1.3 13.57 � 1.31 10.25 � 1.41 6.41 � 0.8 40.27 � 2.5 37.03 � 2.5 31.73 � 1.72

MultiNMF 23.72 � 0.09 23.74 � 0.04 23.36 � 0.18 2.14 � 0.04 3.05 � 0.04 4.31 � 0.05 24.48 � 0.07 25.02 � 0.02 25.22 � 0.07

DAIMC 42.55 � 2.98 34.58 � 3.61 26.17 � 2.65 18.64 � 3.43 10.75 � 2.95 3.03 � 2.7 42.94 � 2.48 35.56 � 3.33 26.58 � 3.05

UEAF 45.22 � 1.06 38.27 � 2.01 31.93 � 0.72 18.81 � 1.26 13.27 � 1.24 7.96 � 0.63 45.23 � 1.06 39.08 � 1.75 33.54 � 1.02

AGC_IMC 33.75 � 1.68 33.45 � 2.47 29.96 � 1.04 11.13 � 0.97 10.12 � 1.23 5.79 � 1.44 34.8 � 1.47 34.8 � 2.52 30.92 � 0.65

SIIMvC 49.42 ± 0.65 43.46 ± 1.58 42.08 ± 3.31 26.83 ± 0.61 21.81 ± 1.33 16.09 ± 3.27 50.73 ± 0.46 44.79 ± 0.84 42.33 ± 2.81

Note: The experimental results show that the proposed SIIMvC method outperforms all compared methods. The bold values denote the best performances in the compared methods
under a specified missing rate.
Abbreviations: ACC, clustering accuracy; AGC_IMC, adaptive graph completion‐based incomplete multi‐view clustering; BDGP, Berkeley Drosophila Genome Project; BSV, best single
view; DAIMC, doubly aligned incomplete multi‐view clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative matrix factorization; MivC, multi‐incomplete‐
view clustering; MultiNMF, multi‐view clustering via joint nonnegative matrix factorization; MVL_IV, multi‐view learning with incomplete views; NMI, normalised mutual
information; OMvC, online multi‐view clustering algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified embedding alignment framework.
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the missing rates of the instances are growing. It is note-
worthy that while the missing rate of the instance rises in
each view, the clustering performance of all methods
decrease. For example, in the BUAA dataset, while 10% of
instances were removed, the proposed SIIMvC performs
2.00% higher ACC (54.36% vs. 52.36%) than the UEAF.
When the instance missing rate grows to 30%, the pro-
posed SIIMvC performs 5.60% higher (54.64% vs.
49.04%) than the UEAF. And even when the instance
missing rate grows to 50%, the proposed SIIMvC per-
forms 7.60% higher (46.58% vs. 38.98%) than the UEAF.

We also evaluate the performance of the proposed SIIMvC
under different cases of missing rates. Figure 3 shows that the
performance of classification accuracy degrades while the
missing rate gets bigger from 0.1 to 0.7 under all experimental
datasets. It is reasonable that the classification performances
grow down while more data is missing since the common
representation shared by all views is hard to learn.

4.4 | Computational complexity analysis

To our knowledge, eigenvalue decomposition, singular value
decomposition, and inverse operation consume the most
computational cost. As shown in Algorithm 1, only two inverse
operation processes in step1 and step6 can be found. Specif-
ically, the inverse operation in step6 can be initialised in
advance. The complexity of inverse operation in step1 isO(n3)
in the loop. The eigenvalue decomposition process in step3
costs O(n3) and the singular value decomposition in step5
consumes O(mvc2). Therefore, our algorithm cost totally
O τ 2n3 þðð

Pvn
v¼1mvc

2ÞÞ, where τ is the iteration number.
Table 6 lists the computational complexity of all the

compared methods and the proposed SIIMvC. From the table,
we can find that the computational complexity of our algo-
rithm is equal to that of UEAF [18]. In other words, we get
better results but do not increase computational complexity.

4.5 | Parameter complexity analysis

Furthermore, we analyse the sensitivity of all parameters
related to the ACC. There are totally two basic parameters in
the proposed SIIMvC, including λ1, λ2. λ1 is the parameter
contributing to feature graph learning and self‐inferring. λ2
controls the similarity graph S to keep c components.
Following the exponential rule in refs. [18, 40] of parameters,
we evaluate the influence of these parameters on the experi-
mental datasets. For different datasets, there is a specific
combination of parameters to obtain the best result. For each
dataset, we fix parameter k = 7 first, then conduct experiments
with different combinations of λ1 and λ2. Note that the range
of parameters is from 10(−5) to 10(5). As a demonstration,
Table 7 shows the parameter settings of all the compared
methods and the proposed SIIMvC on the BUAA dataset
while the missing rate is 0.3. In Figure 4, we can find that the
proposed SIIMvC is robust on classification accuracy to λ2 in
the range from 10(−5) to 10(5), and the λ1 in the optimal range
of [10(−5), 10(−1)] on all five datasets in the experiment.

4.6 | Component analysis

To vertify the effectiveness of the consensus learning and
similarity graph learning, we compare the proposed SIIMvC
with two models in all datasets. (1) Consensus Learning:
We only use consensus learning term (9) in model, including
self‐inferring strategy. (2) Similarity Graph Learning: We
remove consensus learning term (9) from model.

F I GURE 3 The performances of classification accuracy of the
proposed self‐inferring multi‐view clustering on all experimental dataset
degrade while the missing rate is getting bigger from 0.1 to 0.7.

TABLE 6 Computational complexity of other methods and our
SIIMvC

Methods Computational complexity

BSV O t
Pvn
v¼1m

2
vn

� �

Concat O tn
Pvn
v¼1mv

� �2
� �

GPMvC O τ
Pvn
v¼1 max mv;nvð Þnvcþ tnc2

� �� �

OMvC O τ T
Pvn
v¼1mvcnþ tnc

2
� �� �

MivC O τ T
Pvn
v¼1mvcnþ tnc

2
� �� �

MultiNMF O (τ(vmvnc))

DAIMC O τ Tndmmax þ vnm3
max

� �
þ tnc2

� �

UEAF O τ 2n3 þ
Pvn
v¼1mvc

2
� �� �

AGC_IMC Oðτ cn2ð ÞÞ

SIIMvC O τ 2n3 þ
Pvn
v¼1mvc

2
� �� �

Note: ‘τ’ denotes the number of iterations loop. ‘mmax’ denotes the largest number of
dimensionality among all views. ‘t’ is the number of k‐means iteration. ‘c’ is the number
of classes.
Abbreviations: AGC_IMC, adaptive graph completion‐based incomplete multi‐view
clustering; BSV, best single view; DAIMC, doubly aligned incomplete multi‐view
clustering; GPMvC, partial multi‐view clustering using graph regularized nonnegative
matrix factorization; MivC, multi‐incomplete‐view clustering; MultiNMF, multi‐view
clustering via joint nonnegative matrix factorization; OMvC, online multi‐view
clustering algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified
embedding alignment framework.
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Experimental results of the proposed SIIMvC and two
compared models are shown in Figure 5. It can be found
that the proposed SIIMvC achieves better results than the
other two models in most cases, which indicate that inte-
grating the consensus learning term is beneficial to the
clustering performance.

4.7 | Convergence analysis

We also analyse the convergence of the proposed SIIMvC. In
detail, we record the objective value while increasing the iteration
number, which was used to evaluate convergence performance.
Figure 6 shows the convergence curves of the proposed SIIMvC
on all experimental datasets under missing rate of 0.3. It is clear
that the objective values go down quickly to a convergence value
in the first five iterations. It is obvious that the proposed SIIMvC
takes no more than 10 iterations to perform convergence, which
indicates a great convergence performance.

5 | CONCLUSION

In this paper, we propose a novel incomplete MvC algo-
rithm named SIIMvC, which exploits the existing instances
to infer missing instances. In the proposed SIIMvC, an
improved consensus learning method and an improved
similarity graph learning method are unified for consensus
representation learning. Compared to the most relevant
UEAF methods, the proposed SIIMvC takes the same
amount of computational complexity but fewer calculated
parameters. Furthermore, the proposed SIIMvC can take the
local structure of the multi‐view data into account for better
consensus representation learning. Extensive experiments on
five popular datasets show that the proposed SIIMvC can
achieve promising performance in incomplete multi‐view
clustering. Also, the robustness on no mater the parameter
of algorithm or the change of the missing rate is verified in
the experiments. In the future, we will explore further the

F I GURE 4 Classification accuracy (%) on different combinations of parameter λ1 and parameter λ2 for all experimental datasets. Results show that self‐
inferring multi‐view clustering is robust to parameter λ2, and the optimal parameter λ1 is in the range of [10−5, 10−1]. (a) Buaa, (b) Digit, (c) BBCSport,
(d) 3Sources and (e) BDGP. BDGP, Berkeley Drosophila Genome Project

TABLE 7 Parameters of some methods (methods with no parameter
are not shown in this table) on BUAA dataset while missing rate is 0.3

Methods Parameters setting

BSV None

GPMvC alphas = [1e‐2 1e‐2], beta = 10

OMvC alpha = [1e‐2 1e‐2], beta = [1e‐7 1e‐7] tol = 1e‐5

MivC alpha = [1e‐3 1e‐3], beta = [1e‐4 1e‐4]

MVL_IV gamaUp = 0.7, lambdaUp = 1.1, sigma = 1e‐2

MultiNMF alpha = [1e‐2, 1e‐2]

DAIMC alpha = 1e1, beta = 1

UEAF lambda1 = 1e‐2, lambda2 = 1e‐1, lambda3 = 1e‐1

AGC_IMC lambda1 = 1e1, lambda4 = 1e‐2 r = 3

SIIMvC lambda1 = 1e‐4, lambda4 = 1e‐3

Abbreviations: AGC_IMC, adaptive graph completion‐based incomplete multi‐view
clustering; BSV, best single view; DAIMC, doubly aligned incomplete multi‐view
clustering; GPMvC, partial multi‐view clustering using graph regularized
nonnegative matrix factorization; MivC, multi‐incomplete‐view clustering;
MultiNMF, multi‐view clustering via joint nonnegative matrix factorization;
MVL_IV, multi‐view learning with incomplete views; OMvC, online multi‐view
clustering algorithm; SIIMvC, self‐inferring multi‐view clustering; UEAF, unified
embedding alignment framework.
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potential of the theoretical framework in more incomplete
multi‐view learning tasks, for example, multimedia retrieval.
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0.3. Results show that the objective values decrease quickly to a
convergence value in the first five iterations.

F I GURE 5 Classification accuracy (%) of similarity graph learning component, consensus learning component, and the proposed SIIMvC on all
experimental datasets while the missing rate is 10%, 30% and 50% respectively. The results show that the proposed SIIMvC outperforms the similarity graph
learning component and consensus learning component, specially when the missing rate is 50%. (a) Buaa, (b) digit, (c) BBCSport, (d) 3Sources and (e) BDGP.
BDGP, Berkeley Drosophila Genome Project; SIIMvC, self‐inferring multi‐view clustering
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